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About Cloudera Administration

This guide describes how to configure and administer a Cloudera deployment. Administrators manage resources,
availability, and backup and recovery configurations. In addition, this guide shows how to implement high availability,
and discusses integration.



Managing CDH and Managed Services

If you use Cloudera Manager to manage your cluster, configuring and managing your cluster, as well as individual
services and hosts, uses a different paradigm than if you use CDH without Cloudera Manager. For this reason, many
of these configuration tasks offer two different subtasks, one each for clusters managed by Cloudera Manager and
one for clusters which do not use Cloudera Manager. Often, the tasks are not interchangeable. For instance, if you use
Cloudera Manager you cannot use standard Hadoop command-line utilities to start and stop services. Instead, you use
Cloudera Manager to perform these tasks.

Managing CDH and Managed Services Using Cloudera Manager

You manage CDH and managed services using the Cloudera Manager Admin Console and Cloudera Manager API.

The following sections focus on the Cloudera Manager Admin Console.

Configuration Overview

When Cloudera Manager configures a service, it allocates roles that are required for that service to the hosts in your
cluster. The role determines which service daemons run on a host.

For example, for an HDFS service instance, Cloudera Manager configures:

* One host to run the NameNode role.

e One host to run as the secondary NameNode role.
* One host to run the Balancer role.

e Remaining hosts as to run DataNode roles.

A role group is a set of configuration properties for a role type, as well as a list of role instances associated with that
group. Cloudera Manager automatically creates a default role group named Role Type Default Group for each role

type.

When you run the installation or upgrade wizard, Cloudera Manager configures the default role groups it adds, and
adds any other required role groups for a given role type. For example, a DataNode role on the same host as the
NameNode might require a different configuration than DataNode roles running on other hosts. Cloudera Manager
creates a separate role group for the DataNode role running on the NameNode host and uses the default configuration
for DataNode roles running on other hosts.

Cloudera Manager wizards autoconfigure role group properties based on the resources available on the hosts. For
properties that are not dependent on host resources, Cloudera Manager default values typically align with CDH default
values for that configuration. Cloudera Manager deviates when the CDH default is not a recommended configuration
or when the default values are illegal.

Server and Client Configuration

Administrators are sometimes surprised that modifying / et ¢/ hadoop/ conf and then restarting HDFS has no effect.
That is because service instances started by Cloudera Manager do not read configurations from the default locations.
To use HDFS as an example, when not managed by Cloudera Manager, there would usually be one HDFS configuration
per host, located at / et ¢/ hadoop/ conf / hdf s- si t e. xi . Server-side daemons and clients running on the same
host would all use that same configuration.

Cloudera Manager distinguishes between server and client configuration. In the case of HDFS, the file

/ et c/ hadoop/ conf / hdf s-si t e. xnl contains only configuration relevant to an HDFS client. That is, by default, if
you run a program that needs to communicate with Hadoop, it will get the addresses of the NameNode and JobTracker,
and other important configurations, from that directory. A similar approach is taken for/ et ¢/ hbase/ conf and
/etc/ hivelconf.



In contrast, the HDFS role instances (for example, NameNode and DataNode) obtain their configurations from a private
per-process directory, under/ var / r un/ cl ouder a- scm agent / pr ocess/ unique-process-name. Giving each process
its own private execution and configuration environment allows Cloudera Manager to control each process
independently. For example, here are the contents of an example 879- hdf s- NAMENCDE process directory:

$ tree -a /var/run/cl oudera-scm Agent/ process/ 879- hdf s- NAMENODE/
/var/run/cl ouder a- scm Agent / pr ocess/ 879- hdf s- NAMENODE/
cl ouder a_nanager _Agent _fencer. py
cl ouder a_manager _Agent _fencer_secret _key. t xt
cl oudera-nonitor. properties
core-site.xm
df s_hosts_al | ow. t xt
df s_hosts_excl ude. t xt
event-filter-rules.json
hadoop-nmetrics2. properties
hdf s. keyt ab
hdf s-site. xm
| og4j . properties
| ogs
stderr. | og
stdout .| og
t opol ogy. map
t opol ogy. py

Distinguishing between server and client configuration provides several advantages:

¢ Sensitive information in the server-side configuration, such as the password for the Hive Metastore RDBMS, is
not exposed to the clients.

e Aservice that depends on another service may deploy with customized configuration. For example, to get good
HDFS read performance, Impala needs a specialized version of the HDFS client configuration, which may be harmful
to a generic client. This is achieved by separating the HDFS configuration for the Impala daemons (stored in the
per-process directory mentioned above) from that of the generic client (/ et ¢/ hadoop/ conf ).

¢ Client configuration files are much smaller and more readable. This also avoids confusing non-administrator
Hadoop users with irrelevant server-side properties.

Cloudera Manager Configuration Layout

After running the Installation wizard, use Cloudera Manager to reconfigure the existing services and add and configure
additional hosts and services.

Cloudera Manager configuration screens offer two layout options: new (the default) and classic. You can switch between
layouts using the Switch to XXX layout link at the top right of the page. Keep the following in mind when you select a
layout:

e |If you switch to the classic layout, Cloudera Manager preserves that setting when you upgrade to a new version.
* Selections made in one layout are not preserved when you switch.

e Certain features, including controls for configuring Navigator audit events and HDFS log redaction, are supported
only in the new layout.

New layout pages contain controls that allow you filter configuration properties based on configuration status, category,
and group. For example, to display the JournalNode maximum log size property (JournalNode Max Log Size), click the
CATEGORY > JournalNode and GROUP > Logs filters:
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HDFS-1 (cluster 1) March 18, 2016, 1:21 PM PDT
Status Instances Configuration | - Commands File Browser Charts Library Cache Statistics  Audits NameNode Web Ul Quick Links = Actions
Configuration HoFs-1on Cluster 1 + Switch to the classic layout ~ Role Groups ~ History and Rollback

Filters Clear
Search
v STATUS Show All Descriptions
O emo 0 JournalNode Log Directory  JournalNode Default Group. e
A warning 0 /var/log/hadoop-hdfs
N JournalNode Logging JournalNode Default Group e
v Threshold © TRAGE
v SCOPE Clea © DEBUG
HDFS-1 (Service-Wide) 3 @ INFO
Balancer 0 O WARN
DataNode 4 - ERROR
Gateway 1 © FATAL
HiipFS. 4
JournalNode - JournalNode Max Log Size  JournalNode Default Group 9
NFS Gateway 4 200 | MiB H
NameNode 5
SecondaryNameNode 4
& JournalNode Maximum Log JournalNode Default Group 9
Failover Gontroller 4 |
File Backups 10
v CATEGORY Clear
Advanced 8

Main 1
Meonitering 23
Performance 1

Plugins 0

Save Changes

When a configuration property has been set to a value different from the default, a reset to default value icon
-
displays.

Classic layout pages are organized by role group and categories within the role group. For example, to display the
JournalNode maximum log size property (JournalNode Max Log Size), select JournalNode Default Group > Logs.
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B8 HDFS-1 status Instances Configuration Commands Audits File Browser Charts ~

Configuration

Q x
Category Property Value
> Service-Wide JournalNode Log Directory /varflog/hadoop-hdfs

» Balancer Default Group

» DataNode Default Group

» Failover Controller Default Group T T P T INFO
» Gateway Default Group

» HttpFS Default Group

v JournalNode Default Group

JournalNode Max Log Size 200 MiB
Advanced

Monitoring
Performance JournalNode Maximum Log File Backups 10

Ports and Addresses

Resource Management

When a configuration property has been set to a value different from the default, a Reset to the default value link
displays.

There is no mechanism for resetting to an autoconfigured value. However, you can use the configuration history and
rollback feature to revert any configuration changes.

Modifying Configuration Properties Using Cloudera Manager

E,’ Note:

This topic discusses how to configure properties using the Cloudera Manager "new layout." The older
layout, called the "classic layout" is still available. For instructions on using the classic layout, see
Modifying Configuration Properties (Classic Layout) on page 17.

To switch between the layouts, click either the Switch to the new layout or Switch to the classic
layout links in the upper-right portion of all configuration pages.

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

When a service is added to Cloudera Manager, either through the installation or upgrade wizard or with the Add
Services workflow, Cloudera Manager automatically sets the configuration properties, based on the needs of the service
and characteristics of the cluster in which it will run. These configuration properties include both service-wide
configuration properties, as well as specific properties for each role type associated with the service, managed through
role groups. A role group is a set of configuration properties for a role type, as well as a list of role instances associated
with that group. Cloudera Manager automatically creates a default role group named Role Type Default Group for
each role type. See Role Groups on page 52.

Changing the Configuration of a Service or Role Instance

1. Go to the service status page. (Cluster > service name)
2. Click the Configuration tab.

3. Locate the property you want to edit. You can type all or part of the property name in the search box, or use the
filters on the left side of the screen:

¢ The Status section limits the displayed properties by their status. Possible statuses include:



e Error

e Warning

e Edited

¢ Non-default
¢ Has Overrides

¢ The Scope section of the left hand panel organizes the configuration properties by role types; first those that
are Service-Wide, followed by various role types within the service. When you select one of these roles, a
set of properties whose values are managed by the default role group for the role display. Any additional
role groups that apply to the property also appear in this panel and you can modify values for each role group
just as you can the default role group.

¢ The Category section of the left hand panel allows you to limit the displayed properties by category.

4. Edit the property value.

¢ To facilitate entering some types of values, you can specify not only the value, but also the units that apply
to the value. for example, to enter a setting that specifies bytes per second, you can choose to enter the
value in bytes (B), KiBs, MiBs, or GiBs—selected from a drop-down menu that appears when you edit the
value.

If the property allows a list of values, click the ¥ icon to the right of the edit field to add an additional field.
An example of this is the HDFS DataNode Data Directory property, which can have a comma-delimited list of
directories as its value. To remove an item from such a list, click the = icon to the right of the field you want
to remove.

Many configuration properties have different values that are configured by multiple role groups. (See Role Groups
on page 52).

To edit configuration values for multiple role groups:

1. Go to the property, For example, the configuration panel for the Heap Dump Directory property displays the
DataNode Default Group (a role group), and a link that says ... and 6 others.

Heap Dump Directory Datalode Default Group ..and 6 others

oom_heap_dump_dir Amp

Edit Individual Values

2. Click the ... and 6 others link to display all of the role groups:

Heap Dump Directory Datahode Default Group Show fewer
oom_heap_dump_dir Failover Controller Default Group
Edit Individual Values HitpFS Default Group

JournalNode Default Group

MNFS Gateway Default Group
NameNode Default Group
SecondaryNameMode Default Group

Amp

3. Click the Show fewer link to collapse the list of role groups.

If you edit the single value for this property, Cloudera Manager applies the value to all role groups. To edit
the values for one or more of these role groups individually, click Edit Individual Values. Individual fields
display where you can edit the values for each role group. For example:



Heap Dump Directory  DataNode Default Group

oom_heap_dump_dir Amp

Edit Identical Values
Failover Controller Default Group

ftmp

HttpFS Default Group

ftmp

JoumnalMode Default Group

tmp

NFS Gateway Default Group

Amp

MameMode Default Group

ftmp

SecondaryNameNode Default Group

ftmp

5. Click Save Changes to commit the changes. You can add a note that is included with the change in the Configuration
History. This changes the setting for the role group, and applies to all role instances associated with that role
group. Depending on the change you made, you may need to restart the service or roles associated with the
configuration you just changed. Or, you may need to redeploy your client configuration for the service. You should
see a message to that effect at the top of the Configuration page, and services will display an outdated configuration

U (Restart Needed),S(Refresh Needed), or outdated client configuration B indicator. Click the indicator to display
the Stale Configurations on page 31 page.

Searching for Properties

You can use the Search box to search for properties by name or label. The search also returns properties whose
description matches your search term.

Validation of Configuration Properties

Cloudera Manager validates the values you specify for configuration properties. If you specify a value that is outside
the recommended range of values or is invalid, Cloudera Manager displays a warning at the top of the Configuration
tab and in the text box after you click Save Changes. The warning is yellow if the value is outside the recommended

range of values and red if the value is invalid.

Overriding Configuration Properties

For role types that allow multiple instances, each role instance inherits its configuration properties from its associated
role group. While role groups provide a convenient way to provide alternate configuration properties for selected
groups of role instances, there may be situations where you want to make a one-off configuration change—for example
when a host has malfunctioned and you want to temporarily reconfigure it. In this case, you can override configuration
properties for a specific role instance:

1. Go to the Status page for the service whose role you want to change.
. Click the Instances tab.

. Click the role instance you want to change.

. Click the Configuration tab.

. Change the configuration values as appropriate.

. Save your changes.

A WN



You will most likely need to restart your service or role to have your configuration changes take effect. See Stale
Configuration Actions on page 33.

Viewing and Editing Overridden Configuration Properties

To see a list of all role instances that have an override value for a particular configuration setting, go to the Status page
for the service and select Status > Has overrides. A list of configuration properties where values have been overridden
displays. The panel for each configuration property displays the values for each role group or instance. You can edit
the value of this property for this instance, or, you can click the

X

icon next to an instance name to remove the overridden value.

Available Space Policy Balanced datanode (ed9-3) X
Preference 0.76
dfs.datanode.available-space-volume-
choosing-policy.balanced-space-

preference-fraction

Resetting Configuration Properties to the Default Value

To reset a property back to its default value, click the

-«
icon. The default value is inserted and the icon turns into an Undo icon
¢ )
Explicitly setting a configuration to the same value as its default (inherited value) has the same effect as using the
-«
icon.
Click to revert to default: 50010
DataMNode DataMode Default Group  +
Transceiver Port 20002

dfs.datanode.address

There is no mechanism for resetting to an autoconfigured value. However, you can use the configuration history and
rollback feature to revert any configuration changes.

Viewing and Editing Host Overrides
You can override the properties of individual hosts in your cluster.

1. Click the Hosts tab.

2. Click the Configuration tab.

3. Use the Filters or Search box to locate the property that you want to override.
4. Click the Manage Host Overrides link.

Cloudera Manager

Waming: | Specify % 200 MiB %
Agent Process
Directory Free Critical: | Specify % 100 || MiB 4
Space Monitoring
Absolute Manage Host Overrides
Thresholds k
© Requires Agent
Restart

The Manage Overrides dialog box displays.



5. Select one or more hosts to override this property.
6. Click Update.

A new entry area displays where you can enter the override values. In the example below, servers

ed9- e. ent . cl ouder a. comand ed9- r. cl ouder a. comwere selected for overrides. Note that the first set of
fields displays the value set for all hosts and the two sets of fields that follow allow you to edit the override values
for each specified host.

Cloudera Manager Al Hosts
Agent Process

Waming: Specify % 200 MiB %
Directory Free g: | Specify + v
Space Monltoring  Gritical: | Specify 100 MiB %
Absolute
Uil Cluster 1 » ed9-3.ent.cloudera.com X
© Requires Agent
Restart War&b’ug: Specify % 200 MiB %
Edit Identical VYalues Critical: Specify s 100 | MiB *

Cluster 1 > ed9-4.ent.cloudera.com X

Waming: Specify 3 200 MiB

£ 1

Critical: | Specify % 100 | MiB

£ 1

Manage Host Overrides

To remove the override, click the
X
icon next to the hostname.

To apply the same value to all hosts, click Edit Identical Values. Click Edit Individual Values to apply different
values to selected hosts.

7. If the property indicates Requires Agent Restart, restart the agent on the affected hosts.
Restarting Services and Instances after Configuration Changes

If you change the configuration properties after you start a service or instance, you may need to restart the service or
instance to have the configuration properties become active. If you change configuration properties at the service
level that affect a particular role only (such as all DataNodes but not the NameNodes), you can restart only that role;
you do not need to restart the entire service. If you changed the configuration for a particular role instance (such as
one of four DataNodes), you may need to restart only that instance.

1. Follow the instructions in Restarting a Service on page 45 or Starting, Stopping, and Restarting Role Instances on
page 50.

2. If you see a Finished status, the service or role instances have restarted.

3. Go to the Home > Status tab. The service should show a Status of Started for all instances and a health status of
Good.

For further information, see Stale Configurations on page 31.

Suppressing Configuration and Parameter Validation Warnings

You can suppress the warnings that Cloudera Manager issues when a configuration value is outside the recommended
range or isinvalid. If a warning does not apply to your deployment, you might want to suppress it. Suppressed validation
warnings are still retained by Cloudera Manager, and you can unsuppress the warnings at any time. You can suppress
each warning when you view it, or you can configure suppression for a specific validation before warnings occur.

Suppressing a Configuration Validation in Cloudera Manager

1. Click the Suppress... link to suppress the warning.



A dialog box opens where you can enter a comment about the suppression.

2. Click Confirm.
You can also suppress warnings from the All Configuration Issues screen:

1. Browse to the Home screen.
2. Click Configurations > Configuration Issues.
3. Locate the validation message in the list and click the Suppress... link.

A dialog box opens where you can enter a comment about the suppression.

4. Click Confirm.

The suppressed validation warning is now hidden.

Managing Suppressed Validations

On pages where you have suppressed validations, you see a link that says Show # Suppressed Warning(s). On this
screen, you can:

e Click the Show # Suppressed Warning(s) link to show the warnings.
Each suppressed warning displays an icon: @ .

e Click the Unsuppress... link to unsuppress the configuration validation.
e Click the Hide Suppressed Warnings link to re-hide the suppressed warnings.

Suppressing Configuration Validations Before They Trigger Warnings

1. Go to the service or host with the configuration validation warnings you want to suppress.
2. Click Configuration.
3. In the filters on the left, select Category > Suppressions.

A list of suppression properties displays. The names of the properties begin with Suppress Parameter Validation
or Suppress Configuration Validator. You can also use the Search function to limit the number of properties that
display.

4. Select a suppression property to suppress the validation warning.
5. Click Save Changes to commit the changes.

Viewing a List of All Suppressed Validations
Do one of the following:

¢ From the Home page or the Status page of a cluster, select Configuration > Suppressed Health and Configuration
Issues.

¢ From the Status page of a service, select Configuration > Category > Suppressions and select Status > Non-default.

e From the Host tab, select Configuration > Category > Suppressions and select Status > Non-default.

Modifying Configuration Properties (Classic Layout)

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

E,’ Note: As of Cloudera Manager version 5.2, a new layout of the pages where you configure Cloudera
Manager system properties was introduced. In Cloudera Manager version 5.4, this new layout displays
by default. This topic discusses how to configure properties using the older layout, called the "Classic
Layout". For instructions on using the new layout, see Modifying Configuration Properties Using
Cloudera Manager on page 12.

To switch between the layouts, click either the Switch to the new layout or Switch to the classic
layout links in the upper-right portion of all configuration pages.



When a service is added to Cloudera Manager, either through the installation or upgrade wizard or with the Add
Services workflow, Cloudera Manager automatically sets the configuration properties, based on the needs of the service
and characteristics of the cluster in which it will run. These configuration properties include both service-wide
configuration properties, as well as specific properties for each role type associated with the service, managed through
role groups. A role group is a set of configuration properties for a role type, as well as a list of role instances associated
with that group. Cloudera Manager automatically creates a default role group named Role Type Default Group for
each role type. See Role Groups on page 52.

Changing the Configuration of a Service or Role Instance (Classic Layout)

1. Go to the service status page.

2. Click the Configuration tab.

3. Under the appropriate role group, select the category for the properties you want to change.

4. To search for a text string (such as "snippet"), in a property, value, or description, enter the text string in the
Search box at the top of the category list.

5. Moving the cursor over the value cell highlights the cell; click anywhere in the highlighted area to enable editing
of the value. Then type the new value in the field provided (or check or uncheck the box, as appropriate).

¢ To facilitate entering some types of values, you can specify not only the value, but also the units that apply
to the value. for example, to enter a setting that specifies bytes per second, you can choose to enter the
value in bytes (B), KiBs, MiBs, or GiBs—selected from a drop-down menu that appears when you edit the
value.

If the property allows a list of values, click the ¥ icon to the right of the edit field to add an additional field.
An example of this is the HDFS DataNode Data Directory property, which can have a comma-delimited list of
directories as its value. To remove an item from such a list, click the =icon to the right of the field you want
to remove.

6. Click Save Changes to commit the changes. You can add a note that will be included with the change in the
Configuration History. This will change the setting for the role group, and will apply to all role instances associated
with that role group. Depending on the change you made, you may need to restart the service or roles associated
with the configuration you just changed. Or, you may need to redeploy your client configuration for the service.
You should see a message to that effect at the top of the Configuration page, and services will display an outdated

configuration ¥(Restart Needed),S(Refresh Needed), or outdated client configuration B indicator. Click the
indicator to display the Stale Configurations on page 31 page.

Validation of Configuration Properties

Cloudera Manager validates the values you specify for configuration properties. If you specify a value that is outside
the recommended range of values or is invalid, Cloudera Manager displays a warning at the top of the Configuration
tab and in the text box after you click Save Changes. The warning is yellow if the value is outside the recommended

range of values and red if the value is invalid.

Overriding Configuration Properties

For role types that allow multiple instances, each role instance inherits its configuration properties from its associated
role group. While role groups provide a convenient way to provide alternate configuration properties for selected
groups of role instances, there may be situations where you want to make a one-off configuration change—for example
when a host has malfunctioned and you want to temporarily reconfigure it. In this case, you can override configuration
properties for a specific role instance:

1. Go to the Status page for the service whose role you want to change.
. Click the Instances tab.

. Click the role instance you want to change.

. Click the Configuration tab.

. Change the configuration values as appropriate.

6. Save your changes.

v b WN

You will most likely need to restart your service or role to have your configuration changes take effect.



Viewing and Editing Overridden Configuration Properties

To see a list of all role instances that have an override value for a particular configuration setting, go to the entry for
the configuration setting in the Status page, expand the Overridden by n instance(s) link in the value cell for the
overridden value.

b
2.0 GiB (DATAMODE tocdna-2.ent.cloudera.com)
]

To view the override values, and change them if appropriate, click the Edit Overrides link. This opens the Edit Overrides
page, and lists the role instances that have override properties for the selected configuration setting.

Edit Overrides: DataNode Default Group - Reserved Space for Non DFS Use

Reserved space in bytes per volume for non Distributed File Systemn (DFS) use.

Change value of selected instances 0 | |qherited Yalue v Apply

Role Mame Value
Crverrides Only ¥

datanode (todns-2) 5 GiB

On the Edit Overrides page, you can do any of the following:

¢ View the list of role instances that have overridden the value specified in the role group. Use the selections on
the drop-down menu below the Value column header to view a list of instances that use the inherited value,
instances that use an override value, or all instances. This view is especially useful for finding inconsistent properties
in a cluster. You can also use the Host and Rack text boxes to filter the list.

e Change the override value for the role instances to the inherited value from the associated role group. To do so,
select the role instances you want to change, choose Inherited Value from the drop-down menu next to Change
value of selected instances to and click Apply.

e Change the override value for the role instances to a different value. To do so, select the role instances you want
to change, choose Other from the drop-down menu next to Change value of selected instances to. Enter the new
value in the text box and then click Apply.

Resetting Configuration Properties to the Default Value

To reset a property back to its default value, click the Reset to the default value link below the text box in the value
cell. The default value is inserted and both the text box and the Reset link disappear. Explicitly setting a configuration
to the same value as its default (inherited value) has the same effect as using the Reset to the default value link.

There is no mechanism for resetting to an autoconfigured value. However, you can use the configuration history and
rollback feature to revert any configuration changes.

Restarting Services and Instances after Configuration Changes

If you change the configuration properties after you start a service or instance, you may need to restart the service or
instance to have the configuration properties become active. If you change configuration properties at the service
level that affect a particular role only (such as all DataNodes but not the NameNodes), you can restart only that role;
you do not need to restart the entire service. If you changed the configuration for a particular role instance (such as
one of four DataNodes), you may need to restart only that instance.



1. Follow the instructions in Restarting a Service on page 45 or Starting, Stopping, and Restarting Role Instances on
page 50.

2. If you see a Finished status, the service or role instances have restarted.

3. Go to the Home > Status tab. The service should show a Status of Started for all instances and a health status of
Good.

For further information, see Stale Configurations on page 31.

Autoconfiguration
Cloudera Manager provides several interactive wizards to automate common workflows:

¢ Installation - used to bootstrap a Cloudera Manager deployment

e Add Cluster - used when adding a new cluster

e Add Service - used when adding a new service

e Upgrade - used when upgrading to a new version of CDH

¢ Static Service Pools - used when configuring static service pools

¢ Import MapReduce - used when migrating from MapReduce to YARN

In some of these wizards, Cloudera Manager uses a set of rules to automatically configure certain settings to best suit
the characteristics of the deployment. For example, the number of hosts in the deployment drives the memory

requirements for certain monitoring daemons: the more hosts, the more memory is needed. Additionally, wizards that
are tasked with creating new roles will use a similar set of rules to determine an ideal host placement for those roles.

Scope

The following table shows, for each wizard, the scope of entities it affects during autoconfiguration and role-host
placement.

Wizard Autoconfiguration Scope Role-Host Placement Scope

Installation New cluster, Cloudera Management | New cluster, Cloudera Management
Service Service

Add Cluster New cluster New cluster

Add Service New service New service

Upgrade Cloudera Management Service Cloudera Management Service

Static Service Pools Existing cluster N/A

Import MapReduce Existing YARN service N/A

Certain autoconfiguration rules are unscoped, that is, they configure settings belonging to entities that aren't necessarily
the entities under the wizard's scope. These exceptions are explicitly listed.

Autoconfiguration

Cloudera Manager employs several different rules to drive automatic configuration, with some variation from wizard
to wizard. These rules range from the simple to the complex.

Configuration Scope

One of the points of complexity in autoconfiguration is configuration scope. The configuration hierarchy as it applies
to services is as follows: configurations may be modified at the service level (affecting every role in the service), role
group level (affecting every role instance in the group), or role level (affecting one role instance). A configuration found
in a lower level takes precedence over a configuration found in a higher level.

With the exception of the Static Service Pools, and the Import MapReduce wizard, all Cloudera Manager wizards follow
a basic pattern:

1. Every role in scope is moved into its own, new, role group.



2. This role group is the receptacle for the role's "idealized" configuration. Much of this configuration is driven by
properties of the role's host, which can vary from role to role.

3. Once autoconfiguration is complete, new role groups with common configurations are merged.

4. The end result is a smaller set of role groups, each with an "idealized" configuration for some subset of the roles
in scope. A subset can have any number of roles; perhaps all of them, perhaps just one, and so on.

The Static Service Pools and Import MapReduce wizards configure role groups directly and do not perform any merging.
Static Service Pools

Certain rules are only invoked in the context of the Static Service Pools wizard. Additionally, the wizard autoconfigures
cgroup settings for certain kinds of roles:

e HDFS DataNodes

e HBase RegionServers

e MapReduce TaskTrackers
¢ YARN NodeManagers

* Impala Daemons

e Solr Servers

e Spark Standalone Workers
e Accumulo Tablet Servers

e Add-on services

YARN

yar n. nodemanager . r esour ce. cpu- vcor es - For each NodeManager role group, set to nunber of cores,
i ncl udi ng hyperthreads, on one NodeManager nenber's host * service percentage chosen in
wi zard.

All Services

Cgroup cpu. shar es - For each role group that supports cpu. shar es, set to max(20, (service percentage
chosen in w zard) * 20).

Cgroup bl ki 0. wei ght - For each role group that supports bl ki 0. wei ght , settomax( 100, (service percentage
chosen in wzard) * 10).

Data Directories

Several autoconfiguration rules work with data directories, and there's a common sub-rule used by all such rules to
determine, out of all the mountpoints present on a host, which are appropriate for data. The subrule works as follows:

¢ The initial set of mountpoints for a host includes all those that are disk-backed. Network-backed mountpoints are
excluded.

¢ Mountpoints beginning with / boot ,/ cdrom / usr,/ t np,/ hone, or/ dev are excluded.

¢ Mountpoints beginning with /media are excluded, unless the backing device's name contains / xvd somewhere
in it.

e Mountpoints beginning with / var are excluded, unless they are / var or/var/lib.

e The largest mount point (in terms of total space, not available space) is determined.

e Other mountpoints with less than 1% total space of the largest are excluded.

¢ Mountpoints beginning with / var or equal to/ are excluded unless they’re the largest mount point.

e Remaining mountpoints are sorted lexicographically and retained for future use.

Memory

The rules used to autoconfigure memory reservations are perhaps the most complicated rules employed by Cloudera
Manager. When configuring memory, Cloudera Manager must take into consideration which roles are likely to enjoy
more memory, and must not over commit hosts if at all possible. To that end, it needs to consider each host as an
entire unit, partitioning its available RAM into segments, one segment for each role. To make matters worse, some



roles have more than one memory segment. For example, a Solr server has two memory segments: a JVM heap used
for most memory allocation, and a JVM direct memory pool used for HDFS block caching. Here is the overall flow during
memory autoconfiguration:

1. The set of participants includes every host under scope as well as every {role, memory segment} pair on those
hosts. Some roles are under scope while others are not.

2. For each {role, segment} pair where the role is under scope, a rule is run to determine four different values for
that pair:

e Minimum memory configuration. Cloudera Manager must satisfy this minimum, possibly over-committing
the host if necessary.

¢ Minimum memory consumption. Like the above, but possibly scaled to account for inherent overhead. For
example, JVM memory values are multiplied by 1.3 to arrive at their consumption value.

¢ Ideal memory configuration. If RAM permits, Cloudera Manager will provide the pair with all of this memory.

¢ Ideal memory consumption. Like the above, but scaled if necessary.

3. For each {role, segment} pair where the role is not under scope, a rule is run to determine that pair's existing
memory consumption. Cloudera Manager will not configure this segment but will take it into consideration by
setting the pair's "minimum" and "ideal" to the memory consumption value.

4. For each host, the following steps are taken:

a. 20% of the host's available RAM is subtracted and reserved for the OS.
b. sum(minimum_consumption) and sum(ideal_consumption) are calculated.
c. An "availability ratio" is built by comparing the two sums against the host's available RAM.

a. If RAM < sum(minimum) ratio = 0
b. If RAM >= sum(ideal) ratio = 1

d. If the host has more available memory than the total of the ideal memory for all roles assigned to the host,
each role is assigned its ideal memory and autoconfiguration is finished.

e. Cloudera Manager assigns all available host memory by setting each {role, segment} pair to the same
consumption value, except in cases where that value is below the minimum memory or above the ideal
memory for that pair. In that case, it is set to the minimum memory or the ideal memory as appropriate. This
ensures that pairs with low ideal memory requirements are completely satisfied before pairs with higher
ideal memory requirements.

5. The {role, segment} pair is set with the value from the previous step. In the Static Service Pools wizard, the role
group is set just once (as opposed to each role).

6. Custom post-configuration rules are run.

Customization rules are applied in steps 2, 3 and 7. In step 2, there's a generic rule for most cases, as well as a series
of custom rules for certain {role, segment} pairs. Likewise, there's a generic rule to calculate memory consumption in
step 3 as well as some custom consumption functions for certain {role, segment} pairs.

Step 2 Generic Rule Excluding Static Service Pools Wizard

For every {role, segment} pair where the segment defines a default value, the pair's minimum is set to the segment's
minimum value (or 0 if undefined), and the ideal is set to the segment's default value.

Step 2 Custom Rules Excluding Static Service Pools Wizard

HDFS

For the NameNode and Secondary NameNode JVM heaps, the minimum is 50 MB and the ideal is max(4 GB,
sum over _al | (Dat aNode nount poi nts’ avail abl e space) / 0.000008).



MapReduce

For the JobTracker JVM heap, the minimum is 50 MB and the ideal ismax(1 GB, round((1 GB * 2.3717181092
* | n(nunber of TaskTrackers in MapReduce service)) - 2.6019933306)).If the number of TaskTrackers
<=5, the ideal is 1 GB.

For the mapper JVM heaps, the minimum is 1 and the ideal is the number of cores, including hyperthreads, on the
TaskTracker host. Memory consumption is scaled by mapr ed_chi | d_j ava_opt s_max_heap (the size of a task's
heap).

For the reducer JVM heaps, the minimum is 1 and the ideal is (nunber of cores, including hyperthreads,
on the TaskTracker host) / 2. Memory consumption is scaled by mapred_chil d_j ava_opts_nmax_heap
(the size of a task's heap).

HBase

For the memory total allowed for HBase region server JVM heap, the minimum is 50 MB and the idealism n (31 GB
,(total RAM on region server host) * 0.64)

YARN

For the memory total allowed for containers, the minimum is 1 GB and the ideal is (t ot al RAM on NodeManager
host) * 0.64.

Hue

With the exception of the Beeswax Server (only in CDH 4), Hue roles do not have memory limits. Therefore, Cloudera
Manager treats them as roles that consume a fixed amount of memory by setting their minimum and ideal consumption
values, but not their configuration values. The two consumption values are set to 256 MB.

Impala

With the exception of the Impala daemon, Impala roles do not have memory limits. Therefore, Cloudera Manager
treats them as roles that consume a fixed amount of memory by setting their minimum/ideal consumption values, but
not their configuration values. The two consumption values are set to 150 MB for the Catalog Server and 64 MB for
the StateStore.

For the Impala Daemon memory limit, the minimum is 256 MB and the ideal is (t ot al RAM on daenon host) *
0. 64.

Solr

For the Solr Server JVM heap, the minimum is 50 MB and the idealismi n(64 GB, (total RAM on Solr Server
host) * 0.64) / 2.86.Forthe Solr Server JVM direct memory segment, the minimum is 256 MB and the ideal is
mn(64 GB, (total RAMon Solr Server host) * 0.64) / 2.

Cloudera Management Service

e Alert Publisher JVM heap - Treated as if it consumed a fixed amount of memory by setting the minimum/ideal
consumption values, but not the configuration values. The two consumption values are set to 256 MB.

e Service and Host Monitor JVM heaps - The minimum is 50 MB and the ideal is either 256 MB (10 or fewer managed
hosts), 1 GB (100 or fewer managed hosts), or 2 GB (over 100 managed hosts).

e Event Server, Reports Manager, and Navigator Audit Server JVM heaps - The minimum is 50 MB and the ideal is
1 GB.

¢ Navigator Metadata Server JVM heap - The minimum is 512 MB and the ideal is 2 GB.

¢ Service and Host Monitor off-heap memory segments - The minimum is either 768 MB (10 or fewer managed
hosts), 2 GB (100 or fewer managed hosts), or 6 GB (over 100 managed hosts). The ideal is always twice the
minimum.

Step 2 Generic Rule for Static Service Pools Wizard



For every {role, segment} pair where the segment defines a default value and an autoconfiguration share, the pair's
minimum is set to the segment's default value, and the ideal is set to mi n((segment soft nmax (if exists) or
segnment max (if exists) or 2763-1), (total RAMon role's host * 0.8 / segnent scale factor
* service percentage chosen in w zard * segnment autoconfiguration share)).

Autoconfiguration shares are defined as follows:

e HBase RegionServer JVM heap: 1

e HDFS DataNode JVM heap: 1in CDH 4, 0.2 in CDH 5

e HDFS DataNode maximum locked memory: 0.8 (CDH 5 only)
e Solr Server JVM heap: 0.5

e Solr Server JVM direct memory: 0.5

e Spark Standalone Worker JVM heap: 1

e Accumulo Tablet Server JVM heap: 1

e Add-on services: any

Roles not mentioned here do not define autoconfiguration shares and thus aren't affected by this rule.

Additionally, there's a generic rule to handle cgr oup. menory_Ii mi t _i n_byt es, which is unused by Cloudera services
but is available for add-on services. Its behavior varies depending on whether the role in question has segments or
not.

With Segments

The minimumisthem n(cgroup. memory_limt_in_bytes_min (if exists) or 0, sumover_all (segnent
m ni mum consunpt i on)), and the ideal is the sum of all segment ideal consumptions.

Without Segments

The minimum is cgroup. nenory_limt_in_bytes_min (if exists) or0,andtheidealis(total RAM on
role's host * 0.8 * service percentage chosen in w zard).

Step 3 Custom Rules for Static Service Pools Wizard

YARN

For the memory total allowed for containers, the minimum is 1 GB and the ideal ismi n(8 GB, (total RAM on
NodeManager host) * 0.8 * service percentage chosen in w zard).

Impala

For the Impala Daemon memory limit, the minimum is 256 MB and the ideal is ((t ot al RAM on Daenon host)
* 0.8 * service percentage chosen in w zard).

MapReduce

e Mapper JVM heaps - the minimum is 1 and the ideal is (number of cores, including hyperthreads, on the TaskTracker
host * service percentage chosen in wizard). Memory consumption is scaled by
mapred_chi | d_j ava_opt s_max_heap (the size of a given task's heap).

e Reducer JVM heaps - the minimum is 1 and the ideal is (number of cores, including hyperthreads on the TaskTracker
host * service percentage chosen in wizard) / 2. Memory consumption is scaled by
mapred_chi | d_j ava_opt s_nmax_heap (the size of a given task's heap).

Step 3 Generic Rule

For every {role, segment} pair, the segment's current value is converted into bytes, and then multiplied by the scale
factor (1.0 by default, 1.3 for JVM heaps, and freely defined for Custom Service Descriptor services).

Step 3 Custom Rules



Impala

For the Impala Daemon, the memory consumption is 0 if YARN Service for Resource Management is set. If the memory
limit is defined but not -1, its value is used verbatim. If it's defined but -1, the consumption is equal to the total RAM
on the Daemon host. If it is undefined, the consumption is (total RAM * 0.8).

MapReduce

See Step 3 Custom Rules for Static Service Pools Wizard on page 24.

Solr

For the Solr Server JVM direct memory segment, the consumption is equal to the value verbatim provided
sol r. hdf s. bl ockcache. enabl e and sol r. hdf s. bl ockcache. di rect. menory. al | ocat i on are both true.
Otherwise, the consumption is 0.

Step 7 Custom Rules

HDFS

¢ NameNode JVM heaps are equalized. For every pair of NameNodes in an HDFS service with different heap sizes,
the larger heap size is reset to the smaller one.

¢ JournalNode JVM heaps are equalized. For every pair of JournalNodes in an HDFS service with different heap sizes,
the larger heap size is reset to the smaller one.

¢ NameNode and Secondary NameNode JVM heaps are equalized. For every {NameNode, Secondary NameNode}
pair in an HDFS service with different heap sizes, the larger heap size is reset to the smaller one.

HBase

Master JVM heaps are equalized. For every pair of Masters in an HBase service with different heap sizes, the larger
heap size is reset to the smaller one.

Hive
Hive on Spark rules apply only when Hive depends on YARN. The following rules are applied:

e Spark executor cores - Set to 4, 5, or 6. The value that results in the fewest "wasted" cores across the cluster is
used, where the number of cores wasted per host is the remainder of
yar n. nodenmanager . resour ce. cpu-vcores / spark. executor. cores. In case of a tie, use the larger
value of Spark executor cores. If no host on the cluster has 4 or more cores, then sets the value to the smallest
value of yar n. nodemanager . r esour ce. cpu- vcor es on the cluster.

e Spark executor memory - 85% of Spark executor memory allocated to spar k. execut or. menory and 15%
allocated to spar k. yar n. execut or. menor yOver head. The total memory is the YARN container memory split
evenly between the maximum number of executors that can run on a host. This is
yar n. nodemanager . r esour ce. nenory-nb / fl oor(yarn. nodemanager. resource. cpu-vcores /
spar k. execut or. cor es) . When the memory or vcores vary across hosts in the cluster, choose the smallest
calculated value for Spark executor memory.

e Spark driver memory - 90% of Spark driver memory allocated to spar k. dri ver . menory and 10% allocated to
spar k. yarn. driver. menoryOver head. The total memory is based on the lowest value of
yar n. nodenmanager . r esour ce. menor y- b across the cluster.

¢ Total memory is:

— 12 GB when yar n. nodenmanager . r esour ce. menor y- nb > 50 GB.
— 4 GB whenyarn. nodemanager . r esour ce. menor y- nb < 50 GB && >=12 GB
— 1GBwhenyarn. nodenanager . r esour ce. nenory-nb <12 GB

256 MB when yar n. nodemanager . r esour ce. menory- nb <1 GB.

The rules apply in the cases described in General Rules on page 26 and on upgrade from Cloudera Manager 5.6.x and
lower to Cloudera Manager 5.7.x and higher.



Impala

If an Impala service has YARN Service for Resource Management set, every Impala Daemon memory limit is set to the
value of (yar n. nodenmanager . r esour ce. nenor y- nb * 1 GB) if there's a YARN NodeManager co-located with the
Impala Daemon.

MapReduce

JobTracker JVM heaps are equalized. For every pair of JobTrackers in an MapReduce service with different heap sizes,
the larger heap size is reset to the smaller one.

Oozie

QOozie Server JVM heaps are equalized. For every pair of Oozie Servers in an Qozie service with different heap sizes,
the larger heap size is reset to the smaller one.

YARN

ResourceManager JVM heaps are equalized. For every pair of ResourceManagers in a YARN service with different heap
sizes, the larger heap size is reset to the smaller one.

ZooKeeper

ZooKeeper Server JVM heaps are equalized. For every pair of servers in a ZooKeeper service with different heap sizes,
the larger heap size is reset to the smaller one.

General Rules

HBase

e hbase. replicati on - For each HBase service, set to true if there's a Key-Value Store Indexer service in the
cluster. This rule is unscoped, it can fire even if the HBase service is not under scope.

e replication.replicationsource.inplenentation-Foreach HBase service, set to
com ngdat a. sep. i npl . SepRepl i cati onSour ce if there's a Keystore Indexer service in the cluster. This rule
is unscoped; it can fire even if the HBase service is not under scope.

HDFS

e df s. dat anode. du. r eser ved - For each DataNode, settom n((total space of Dat aNode host | argest
nount point) / 10, 10 GB).

e df s. nanmenode. nane. di r - For each NameNode, set to the first two mountpoints on the NameNode host with
/ df s/ nn appended.

e df s. nanenode. checkpoi nt. di r - For each Secondary NameNode, set to the first mountpoint on the Secondary
NameNode host with / df s/ snn appended.

e dfs. dat anode. dat a. di r - For each DataNode, set to all the mountpoints on the host with/ df s/ dn appended.

e dfs.journal node. edi ts.dir -ForeachJournalNode, set to the first mountpoint on the JournalNode host
with / df s/ j n appended.

e dfs. dat anode. f ai | ed. vol unes. t ol er at ed - For each DataNode, set to (number of mountpoints on DataNode
host) / 2.

e df s. nanenode. servi ce. handl er. count and df s. nanenode. handl er. count - For each NameNode, set
tol n(number of DataNodes in this HDFS service) * 20.

e df s. dat anode. hdf s- bl ocks- net adat a. enabl ed - For each HDFS service, set to true if there's an Impala
service in the cluster. This rule is unscoped, it can fire even if the HDFS service is not under scope.

e dfs.client.read.shortcircuit -ForeachHDFSservice, setto true if there's an Impala service in the cluster.
This rule is unscoped, it can fire even if the HDFS service is not under scope.

e df s. dat anode. dat a. di r. per m- For each DataNode, set to 755 if there's an Impala service in the cluster and
the cluster isn’t Kerberized. This rule is unscoped; it can fire even if the HDFS service is not under scope.



e fs.trash.interval - Foreach HDFS service, set to 1.

Hue

WebHDFS dependency - For each Hue service, set to either the first HttpFS role in the cluster, or, if there are
none, the first NameNode in the cluster.

HBase Thrift Server dependency- For each Hue service in a CDH 4.4 or higher cluster, set to the first HBase Thrift
Server in the cluster.

Impala

For each Impala service, set Enable Audit Collection and Enable Lineage Collection to true if there's a Cloudera
Management Service with a Navigator Audit Server and Navigator Metadata Server roles. This rule is unscoped; it can
fire even if the Impala service is not under scope.

MapReduce

mapr ed. | ocal . di r - For each JobTracker, set to the first mountpoint on the JobTracker host with / mapred/j t
appended.

mapr ed. | ocal . di r - For each TaskTracker, set to all the mountpoints on the host with / mapr ed/ | ocal
appended.

mapr ed. r educe. t asks - For each MapReduce service, settomax(1, sum over_al | (TaskTracker nunber
of reduce tasks (determ ned via mapred.tasktracker.reduce.tasks. maxi nrum for that
TaskTracker, which is configured separately)) / 2).

mapr ed. j ob. tracker . handl er. count - ForeachJobTracker, settomax( 10, | n(nunber of TaskTrackers
in this MapReduce service) * 20).

mapr ed. subni t. replication - If there's an HDFS service in the cluster, for each MapReduce service, set to
max(1l, sqgrt(nunber of DataNodes in the HDFS service)).

mapr ed. t askt racker . i nst runment at i on - If there's a management service, for each MapReduce service, set
toor g. apache. hadoop. mapr ed. TaskTr acker CGronl nst . This rule is unscoped; it can fire even if the MapReduce
service is not under scope.

YARN

yar n. nodenmanager . | ocal - di r s - For each NodeManager, set to all the mountpoints on the NodeManager
host with / yar n/ nmappended.

yar n. nodemanager . r esour ce. cpu- vcor es - For each NodeManager, set to the number of cores (including
hyperthreads) on the NodeManager host.

mapr ed. r educe. t asks - For each YARN service, set to max( 1, sum over _al | (NodeManager nunber of
cores, including hyperthreads) / 2).

yar n. r esour cenanager . nodenanager s. heart beat - i nt er val - ns - For each NodeManager, set to max( 100,
10 * (nunber of NodeManagers in this YARN service)).

yarn. schedul er. maxi mum al | ocati on- vcor es - For each ResourceManager, set to

max_over _al | (NodeManager nunber of vcores (determined via

yar n. nodenanager . r esour ce. cpu-vcores for that NodeManager, which is configured
separately)).

yarn. schedul er. maxi mum al | ocat i on- b - For each ResourceManager, setto max_over _al | ( NodeManager
amount of RAM (det erm ned vi a yar n. nodemanager . resour ce. menory-nb for that NodeManager,
which is configured separately)).

mapr educe. client.submit.file.replication-Ifthere'san HDFS service in the cluster, for each YARN
service, set to max(1, sqrt(nunber of DataNodes in the HDFS service)).



All Services

If a service dependency is unset, and a service with the desired type exists in the cluster, set the service dependency
to the first such target service. Applies to all service dependencies except YARN Service for Resource Management.
Applies only to the Installation and Add Cluster wizards.

Role-Host Placement

Cloudera Manager employs the same role-host placement rule regardless of wizard. The set of hosts considered
depends on the scope. If the scope is a cluster, all hosts in the cluster are included. If a service, all hosts in the service's
cluster are included. If the Cloudera Management Service, all hosts in the deployment are included. The rules are as
follows:

1. The hosts are sorted from most to least physical RAM. Ties are broken by sorting on hostname (ascending) followed
by host identifier (ascending).

2. The overall number of hosts is used to determine which arrangement to use. These arrangements are hard-coded,
each dictating for a given "master" role type, what index (or indexes) into the sorted host list in step 1 to use.

3. Master role types are included based on several factors:

¢ s this role type part of the service (or services) under scope?

¢ Does the service already have the right number of instances of this role type?
e Does the cluster's CDH version support this role type?

e Does the installed Cloudera Manager license allow for this role type to exist?

4. Master roles are placed on each host using the indexes and the sorted host list. If a host already has a given master
role, it is skipped.

5. An HDFS DataNode is placed on every host outside of the arrangement described in step 2, provided HDFS is one
of the services under scope.

6. Certain "worker" roles are placed on every host where an HDFS DataNode exists, either because it existed there
prior to the wizard, or because it was added in the previous step. The supported worker role types are:

e MapReduce TaskTrackers
YARN NodeManagers

e HBase RegionServers

¢ Impala Daemons

e Spark Workers

7. Hive gateways are placed on every host, provided a Hive service is under scope and a gateway didn’t already exist
on a given host.

8. Spark on YARN gateways are placed on every host, provided a Spark on YARN service is under scope and a gateway
didn’t already exist on a given host.

This rule merely dictates the default placement of roles; you are free to modify it before it is applied by the wizard.

Custom Configuration
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Cloudera Manager exposes properties that allow you to insert custom configuration text into XML configuration,
property, and text files, or into an environment. The naming convention for these properties is: XXX Advanced
Configuration Snippet (Safety Valve) for YYY or XXX YYY Advanced Configuration Snippet (Safety Valve), where XXX
is a service or role and YYY is the target.

The values you enter into a configuration snippet must conform to the syntax of the target. For an XML configuration
file, the configuration snippet must contain valid XML property definitions. For a properties file, the configuration
snippet must contain valid property definitions. Some files simply require a list of host addresses.

The configuration snippet mechanism is intended for use in cases where there is configuration setting that is not
exposed as a configuration property in Cloudera Manager. Configuration snippets generally override normal configuration.
Contact Cloudera Support if you are required to use a configuration snippet that is not explicitly documented.



Service-wide configuration snippets apply to all roles in the service; a configuration snippet for a role group applies to

all instances of the role associated with that role group.

Server and client configurations have separate configuration snippets. In general after changing a server configuration
snippet you must restart the server, and after changing a client configuration snippet you must redeploy the client
configuration. Sometimes you can refresh instead of restart. In some cases however, you must restart a dependent
server after changing a client configuration. For example, changing a MapReduce client configuration marks the
dependent Hive server as stale, which must be restarted. The Admin Console displays an indicator when a server must
be restarted. In addition, the All Configuration Issues tab on the Home page indicates the actions you must perform

to resolve stale configurations.

Configuration Snippet Types and Syntax

Type Description

Syntax

Set configuration properties in various
configuration files; the property name
indicates into which configuration file
the configuration will be placed.
Configuration files have the extension
.xm or.conf.

Configuration

For example, there are several
configuration snippets for the Hive
service. One Hive configuration
snippet property is called the
HiveServer2 Advanced Configuration
Snippet for hive-site.xml;
configuration you enter here is
inserted verbatim into the

hi ve-site. xnl file associated with
the HiveServer2 role group.

To see a list of configuration snippets
that apply to a specific configuration
file, enter the configuration file name
in the Search field in the top
navigation bar. For example, searching
for mapr ed-si t e. xnml shows the
configuration snippets that have
mapr ed- si te. xml in their name.

<property>
<nanme>pr operty_nane</ nane>
<val ue>property_val ue</val ue>
</ property>
For example, to specify a MySQL connector library, put
this property definition in that configuration snippet:

<property>
<nane>hi ve. aux. j ars. pat h</ nane>

<val uefile///usr/sharelj aval nysd -comect or-j ava. j ar </ va ue>
</ property>

Environment Specify key-value pairs for a service,
role, or client that are inserted into

the respective environment.

One example of using an environment
configuration snippet is to add a JAR
to a classpath. Place JARs in a custom
location such as / opt / nyj ar s and
extend the classpath using the
appropriate service environment
configuration snippet. The value of a
JAR property must conform to the
syntax supported by its environment.
See Setting the class path.

Do not place JARs inside locations such
as/opt/cl ouderaor

key=val ue

For example, to add JDBC connectors to a Hive gateway
classpath, add

AKX QASSPATH usr/ shar e/ j aval nysql -connector-j ava. j ar:\
/usr/sharel/javaloracl e-connector-java.j ar

or
AUX_CLASSPATH=/ usr/ share/j aval *

to Gateway Client Advanced Configuration Snippet for
hive-env.sh.



http://docs.oracle.com/javase/7/docs/technotes/tools/solaris/classpath.html

Type Description Syntax

[usr/1i b/ {hadoop*, hbase*, hi ve*}
that are managed by Cloudera because
they are overwritten at upgrades.

Logging Set log4j propertiesin a teylfva: uel

| 0g4j . properti es file. ey2=val ue2

For example:

| og4j . root Cat egory=I NFO, consol e

max. | og.file.size=200MB
max. | og. fil e. backup. i ndex=10

Metrics Set properties to configure Hadoop | keyl=val uel
L key2=val ue2
metrics in a

hadoop-netrics. propertiesor |Forexample:

hadoop- et ri cs2. properti esfile. | gink foo. cl ass=org. apache. hadoop. net ri cs2. si nk. i | eS nk
nanenode. si nk. f oo. fi | enane=/t np/ nanenode- net ri cs. out
seoathryrenanack S rk f oo fi | enena/ t Y secorceryrenaroce net i ¢s. aut

Whitelists and Specify a list of host addresses that are EOSE % gorrai n%
blacklists allowed or disallowed from accessing | 05" < @0MAIN
a service.

Setting an Advanced Configuration Snippet

1. Click a service.

. Click the Configuration tab.

. In the Search box, type Advanced Confi gurati on Sni ppet.

. Choose a property that contains the string Advanced Configuration Snippet (Safety Valve).

. Specify the snippet properties. If the snippet is an XML file, you have the option to use a snippet editor (the default)
or an XML text field:

v A WN

e Snippet editor

Eb

Name
Value

Description
_)l Fina

+

1. click ¥ to add a property. Enter the property name, value, and optional description. To indicate that
the property value cannot be overridden by another, select the Final checkbox.

e XML text field - Enter the property name, value, and optional description in as XML elements.

<property>
<nane>nane</ nane>
<val ue>property_val ue</val ue>
<final >final _val ue</final >

</ property>

To indicate that the property value cannot be overridden, specify <f i nal >t rue</ fi nal >.

To switch between the editor and text field, click the View Editor and View XML links at the top right of the snippet
row.

6. Click Save Changes to commit the changes.
7. Restart the service or role or redeploy client configurations as indicated.


https://logging.apache.org/log4j/1.2/manual.html

Setting Advanced Configuration Snippets for a Cluster or Clusters
1. Do one of the following
¢ specific cluster

1. On the Home > Status tab, click a cluster name.
2. Select Configuration > Advanced Configuration Snippets.

o all clusters

1. Select Configuration > Advanced Configuration Snippets.

2. Specify the snippet properties. If the snippet is an XML file, you have the option to use a snippet editor (the default)
or an XML text field:

¢ Snippet editor

=1

Name
Value

Description

Final

+

1. Click * to add a property. Enter the property name, value, and optional description. To indicate that
the property value cannot be overridden by another, select the Final checkbox.

e XML text field - Enter the property name, value, and optional description in as XML elements.

<property>
<nanme>nane</ nanme>
<val ue>property_val ue</val ue>
<final >final _val ue</final >

</ property>

To indicate that the property value cannot be overridden, specify <f i nal >t r ue</ fi nal >.

To switch between the editor and text field, click the View Editor and View XML links at the top right of the snippet
row.

3. Click Save Changes to commit the changes.
4. Restart the service or role or redeploy client configurations as indicated.

Stale Configurations
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

The Stale Configurations page provides differential views of changes made in a cluster. For any configuration change,
the page contains entries of all affected attributes. For example, the following File entry shows the change to the file
hdf s-si te. xml when you update the property controlling how much disk space is reserved for non-HDFS use on
each DataNode:

File: hdfs-site.xml Show

<namerdfs.datanode.du. reserved<d/names
= <value>5077964390¢/value>

<name>dfs.datanode.failed.volumes.tolerated</name>
<value»0</value>

To display the entities affected by a change, click the Show button at the right of the entry. The following dialog box
shows that three DataNodes were affected by the disk space change:



Entities Affected By This Change

Changes From: File: hdfs-site xml

a ||

B hdfs (=
datanode (tcdndg-4)
datanode (tcdnds-2)
datanode (tcdnd8-3)

Viewing Stale Configurations

To view stale configurations, click the ), <, or E‘ indicator next to a service on the Cloudera Manager Admin Console
Home Page or on a service status page.

Attribute Categories
The categories of attributes include:

¢ Environment - represents environment variables set for the role. For example, the following entry shows the
change to the environment that occurs when you update the heap memory configuration of the
SecondaryNameNode.

Environment Show

DIT
-1-SECONDARYNAMENCDE-tcdn4&-1.ent.cloudera.com.log.out

._OPTS=-¥ms305135616 -Xmx305135616 -XX:+UseParNewGC -XX:+UseConcMarkSweepGC -XX:-CMSConcurrentMIEnabled -XX:CMSInitiatingOccupar
SECONDARYNAMENODE OPTS=-Xm=1073741824 -Xmx1073741824 -XX:+UseParNewGC -XX:+UseConcMarkSweepGC -XX:-CMSConcurrentMIEnabled -XX:CMSInitiatingOccup
HADCOP SECURITY LOGGER=INFC,RFAS
¢ Files - represents configuration files used by the role.

* Process User & Group - represents the user and group for the role. Every role type has a configuration to specify
the user/group for the process. If you change a value for a user or group on any service's configuration page it
will appear in the Stale Configurations page.

¢ System Resources - represents system resources allocated for the role, including ports, directories, and cgroup
limits. For example, a change to the port of role instance will appear in the System Resources category.

¢ Client Configs Metadata - represents client configurations.

Filtering Stale Configurations
You filter the entries on the Stale Configurations page by selecting from one of the drop-down lists:

e Attribute - you can filter by an attribute category such as All Files or by a specific file such as t opol ogy. map or
yarn-site.xn .

e Service
¢ Role

After you make a selection, both the page and the drop-down show only entries that match that selection.

To reset the view, click Remove Filter or select All XXX, where XXX is Files, Services, or Roles, from the drop-down. For
example, to see all the files, select All Files.



Stale Configuration Actions

The Stale Configurations page displays action buttons. The action depends on what is required to bring the entire
cluster's configuration up to date. If you go to the page by clicking a © (Refresh Needed) indicator, the action button
will say Restart Stale Services if one of the roles listed on the page need to be restarted.

* Refresh Stale Services - Refreshes stale services.

¢ Restart Stale Services - Restarts stale services.

¢ Restart Cloudera Management Service - Runs the restart Cloudera Management Service action.
¢ Deploy Client Configuration - Runs the cluster deploy client configurations action.

Client Configuration Files
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

To allow clients to use the HBase, HDFS, Hive, MapReduce, and YARN services, Cloudera Manager creates zip archives
of the configuration files containing the service properties. The zip archive is referred to as a client configuration file.
Each archive contains the set of configuration files needed to access the service: for example, the MapReduce client
configuration file contains copies of cor e- si t e. xrm , hadoop- env. sh, hdf s-site. xm ,| og4j . properties, and
mapred-site. xm .

Client configuration files are generated automatically by Cloudera Manager based on the services and roles you have
installed and Cloudera Manager deploys these configurations automatically when you install your cluster, add a service
on a host, or add a gateway role on a host. Specifically, for each host that has a service role instance installed, and for
each host that is configured as a gateway role for that service, the deploy function downloads the configuration zip
file, unzips it into the appropriate configuration directory, and uses the Linux alternatives mechanism to set a given,
configurable priority level. If you are installing on a system that happens to have pre-existing alternatives, then it is
possible another alternative may have higher priority and will continue to be used. The alternatives priority of the
Cloudera Manager client configuration is configurable under the Gateway scope of the Configuration tab for the
appropriate service.

You can also manually distribute client configuration files to the clients of a service.

The main circumstance that may require a redeployment of the client configuration files is when you have modified a
configuration. In this case you will typically see a message instructing you to redeploy your client configurations. The

affected service(s) will also display a & icon. Click the indicator to display the Stale Configurations on page 31 page.

How Client Configurations are Deployed

Client configuration files are deployed on any host that is a client for a service—that is, that has a role for the service
on that host. This includes roles such as DataNodes, TaskTrackers, RegionServers and so on as well as gateway roles
for the service.

If roles for multiple services are running on the same host (for example, a DataNode role and a TaskTracker role on
the same host) then the client configurations for both roles are deployed on that host, with the alternatives priority
determining which configuration takes precedence.

For example, suppose we have six hosts running roles as follows: host H1: HDFS-NameNode; host H2: MR-JobTracker;
host H3: HBase-Master; host H4: MR-TaskTracker, HDFS-DataNode, HBase-RegionServer; host H5: MR-Gateway; host
H6: HBase-Gateway. Client configuration files will be deployed on these hosts as follows: host H1: hdfs-clientconfig
(only); host H2: mapreduce-clientconfig, host H3: hbase-clientconfig; host H4: hdfs-clientconfig, mapreduce-clientconfig,
hbase-clientconfig; host H5: mapreduce-clientconfig; host H6: hbase-clientconfig

If the HDFS NameNode and MapReduce JobTracker were on the same host, then that host would have both
hdfs-clientconfig and mapreduce-clientconfig installed.

Downloading Client Configuration Files

1. Follow the appropriate procedure according to your starting point:


http://linux.about.com/library/cmd/blcmdl8_alternatives.htm

Page Procedure

Home 1. On the Home > Status tab, click

-

to the right of the cluster name and select View Client Configuration URLs. A
pop-up window with links to the configuration files for the services you have
installed displays.

2. Click a link or save the link URL and download the file using wget orcurl .

Service 1. Go to a service whose client configuration you want to download.
2. Select Actions > Download Client Configuration.

Manually Redeploying Client Configuration Files

Although Cloudera Manager will deploy client configuration files automatically in many cases, if you have modified
the configurations for a service, you may need to redeploy those configuration files.

If your client configurations were deployed automatically, the command described in this section will attempt to
redeploy them as appropriate.

E’; Note: If you are deploying client configurations on a host that has multiple services installed, some
of the same configuration files, though with different configurations, will be installed in the conf
directories for each service. Cloudera Manager uses the pri ori ty parameterintheal t ernati ves
--install command to ensure that the correct configuration directory is made active based on the
combination of services on that host. The priority order is YARN > MapReduce > HDFS. The priority
can be configured under the Gateway sections of the Configuration tab for the appropriate service.

1. On the Home > Status tab, click

-

to the right of the cluster name and select Deploy Client Configuration.
2. Click Deploy Client Configuration.
Viewing and Reverting Configuration Changes
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
Important: This feature is available only with a Cloudera Enterprise license; it is not available in

Cloudera Express. For information on Cloudera Enterprise licenses, see Managing Licenses on page
524.

Whenever you change and save a set of configuration settings for a service or role instance or a host, Cloudera Manager
saves a revision of the previous settings and the name of the user who made the changes. You can then view past
revisions of the configuration settings, and, if desired, roll back the settings to a previous state.

Viewing Configuration Changes

1. For a service, role, or host, click the Configuration tab.

2. Click the History and Rollback button. The most recent revision, currently in effect, is shown under Current
Revision. Prior revisions are shown under Past Revisions.

e By default, or if you click Show All, a list of all revisions is shown. If you are viewing a service or role instance,
all service/role group related revisions are shown. If you are viewing a host or all hosts, all host/all hosts
related revisions are shown.

¢ Tolist only the configuration revisions that were done in a particular time period, use the Time Range Selector
to select a time range. Then, click Show within the Selected Time Range.




3. Click the Details... link. The Revision Details dialog box displays.

Revision Details Dialog
For a service or role instance, shows the following:

e A brief message describing the context of the changes
¢ The date/time stamp of the change

e The user who performed the change

e The names of any role groups created

e The names of any role groups deleted

For a host instance, shows just a message, date and time stamp, and the user.
The dialog box contains two tabs:

¢ Configuration Values - displays configuration value changes, where changes are organized under the role group
to which they were applied. (For example, if you changed a Service-Wide property, it will affect all role groups for
that service). For each modified property, the Value column shows the new value of the property and the previous
value.

e Group Membership - displays changes to the changed the group membership of a role instance (moved the
instance from one group to another). This tab is only shown for service and role configurations.

Reverting Configuration Changes

1. Select the current or past revision to which to roll back.
. Click the Details... link. The Revision Details dialog box displays.
. Click the Configuration Values tab.

. Click the Revert Configuration Changes button. The revert action occurs immediately. You may need to restart
the service or the affected roles for the change to take effect.

A WN

o Important: This feature can only be used to revert changes to configuration values. You cannot use
this feature to:

e Revert NameNode high availability. You must perform this action by explicitly disabling high
availability.

¢ Disable Kerberos security.
e Revert role group actions (creating, deleting, or moving membership among groups). You must
perform these actions explicitly in the Role Groups on page 52 feature.

Exporting and Importing Cloudera Manager Configuration

You can use the Cloudera Manager API to programmatically export and import a definition of all the entities in your
Cloudera Manager-managed deployment—clusters, service, roles, hosts, users and so on. See the Cloudera Manager
APl documentation on how to manage deployments using the /cm/deployment resource.

Managing Clusters

Cloudera Manager can manage multiple clusters, however each cluster can only be associated with a single Cloudera
Manager Server or Cloudera Manager HA pair. Once you have successfully installed your first cluster, you can add
additional clusters, running the same or a different version of CDH. You can then manage each cluster and its services
independently.

On the Home > Status tab you can access many cluster-wide actions by selecting

-

to the right of the cluster name: add a service, start, stop, restart, deploy client configurations, enable Kerberos, and
perform cluster refresh, rename, upgrade, and maintenance mode actions.


http://tiny.cloudera.com/cm_api_5.7/path__cm_deployment.html

Note:

Cloudera Manager configuration screens offer two layout options: classic and new. The new layout
is the default; however, on each configuration page you can easily switch between layouts using the

Switch to XXX layout link at the top right of the page. For more information, see Configuration Overview
on page 9.

Adding and Deleting Clusters

Minimum Required Role: Full Administrator

Cloudera Manager can manage multiple clusters. Furthermore, the clusters do not need to run the same version of
CDH; you can manage both CDH 4 and CDH 5 clusters with Cloudera Manager.

Important: As of February 1, 2021, all downloads of CDH and Cloudera Manager require a username

o and password and use a modified URL. You must use the modified URL, including the username and
password when downloading the repository contents described below. You may need to upgrade
Cloudera Manager to a newer version that uses the modified URLs.

This can affect new installations, upgrades, adding new hosts to a cluster, and adding a new cluster.

For more information, see Updating an existing CDH/Cloudera Manager deployment to access
downloads with authentication.

Adding a Cluster

Action

Procedure

New Hosts

1. On the Home > Status tab, click
D_.f' -

and select Add Cluster. This begins the Installation Wizard, just as if you were installing a
cluster for the first time. (See Cloudera Manager Deployment for detailed instructions.)

2. To find new hosts, not currently managed by Cloudera Manager, where you want to install
CDH, enter the hostnames or IP addresses, and click Search. Cloudera Manager lists the hosts
you can use to configure a new cluster. Managed hosts that already have services installed
will not be selectable.

3. Click Continue to install the new cluster. At this point the installation continues through the
wizard the same as it did when you installed your first cluster. You will be asked to select the
version of CDH to install, which services you want and so on, just as previously.

4. Restart the Reports Manager role.

Managed Hosts

You may have hosts that are already "managed" but are not part of a cluster. You can have
managed hosts that are not part of a cluster when you have added hosts to Cloudera Manager
either through the Add Host wizard, or by manually installing the Cloudera Manager agent onto
hosts where you have not install any other services. This will also be the case if you remove all
services from a host so that it no longer is part of a cluster.

1. On the Home > Status tab, click
E -
and select Add Cluster. This begins the Installation Wizard, just as if you were installing a
cluster for the first time. (See Cloudera Manager Deployment for detailed instructions.)
2. To see the list of the currently managed hosts, click the Currently Managed Hosts tab. This
tab does not appear if you have no currently managed hosts that are not part of a cluster.



https://docs.cloudera.com/documentation/enterprise/release-notes/topics/cm-retrofit-auth-downloads.html#cm_retrofit_auth_downloads
https://docs.cloudera.com/documentation/enterprise/release-notes/topics/cm-retrofit-auth-downloads.html#cm_retrofit_auth_downloads

Action Procedure

3. To perform the installation, click Continue. Instead of searching for hosts, this will attempt
to install onto any hosts managed by Cloudera Manager that are not already part of a cluster.
It will proceed with the installation wizard as for a new cluster installation.

4. Restart the Reports Manager role.

Deleting a Cluster

1. Stop the cluster.
2. On the Home > Status tab, click

-

to the right of the cluster name and select Delete.

Starting, Stopping, Refreshing, and Restarting a Cluster

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

Starting a Cluster
1. On the Home > Status tab, click

-

to the right of the cluster name and select Start.
2. Click Start that appears in the next screen to confirm. The Command Details window shows the progress of starting
services.

When All services successfully started appears, the task is complete and you can close the Command Details
window.

E,’ Note: The cluster-level Start action starts only CDH and other product services (Impala, Cloudera
Search). It does not start the Cloudera Management Service. You must start the Cloudera Management
Service separately if it is not already running.

Stopping a Cluster
1. On the Home > Status tab, click

-

to the right of the cluster name and select Stop.
2. Click Stop in the confirmation screen. The Command Details window shows the progress of stopping services.

When All services successfully stopped appears, the task is complete and you can close the Command Details
window.

E,’ Note: The cluster-level Stop action does not stop the Cloudera Management Service. You must stop
the Cloudera Management Service separately.

Refreshing a Cluster

Runs a cluster refresh action to bring the configuration up to date without restarting all services. For example, certain
masters (for example NameNode and ResourceManager) have some configuration files (for example,

fair-schedul er. xm ,mapred_hosts_al | ow. t xt,t opol ogy. map) that can be refreshed. If anything changes in
those files then a refresh can be used to update them in the master. Here is a summary of the operations performed
in a refresh action:



Managing CDH and Managed Services

/ Refresh Cluster Cluster 1 Finished Mar 19, 2014 11:31:35 AM PDT Mar 19, 2014 11:32:09 AM PDT

Successfully refreshed roles in the cluster.

Command Progress

Completed 4 of 4 steps.

«/ Run 1 steps in parallel
SuccessTully refreshed datanode allow/exclude lists.

Details &

»f Run 1 steps in parallel
Successfully refreshed ResourceManager.
Details e

o Run3steps in parallel
successfully refreshed NodeManager.
Details e

o Run3steps in parallel
Refreshed Impala Daemon's Pools configuration and ACLs successfully.
Details

To refresh a cluster, in the Home > Status tab, click

-

to the right of the cluster name and select Refresh Cluster.

Restarting a Cluster

1. On the Home > Status tab, click

-

to the right of the cluster name and select Restart.

2. Click Restart that appears in the next screen to confirm. The Command Details window shows the progress of
stopping services.

When All services successfully started appears, the task is complete and you can close the Command Details
window.

Renaming a Cluster
Minimum Required Role: Full Administrator

1. On the Home > Status tab, click

-

to the right of the cluster name and select Rename Cluster.
2. Type the new cluster name and click Rename Cluster.
Cluster-Wide Configuration
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
To make configuration changes that apply to an entire cluster, do one of the following to open the configuration page:
e all clusters
1. Select Configuration and then select one of the following classes of properties:

¢ Advanced Configuration Snippets
e Databases
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e Disk Space Thresholds

¢ Local Data Directories

e Local Data Files

e Log Directories

e Navigator Settings

* Non-default Values - properties whose value differs from the default value

¢ Non-uniform Values - properties whose values are not uniform across the cluster or clusters
e Port Configurations

¢ Service Dependencies

You can also select Configuration Issues to view a list of configuration issues for all clusters.
¢ specific cluster

1. On the Home page, click a cluster name.
2. Select Configuration and then select one of the classes of properties listed above.

You can also apply the following filters to limit the displayed properties:

e Enter a search term in the Search box to search for properties by name or description.

e Expand the Status filter to select options that limit the displayed properties to those with errors or warnings,
properties that have been edited, properties with non-default values, or properties with overrides. Select All to
remove any filtering by Status.

e Expand the Scope filter to display a list of service types. Expand a service type heading to filter on Service-Wide
configurations for a specific service instance or select one of the default role groups listed under each service
type. Select All to remove any filtering by Scope.

e Expand the Category filter to filter using a sub-grouping of properties. Select All to remove any filtering by Category.

Moving a Host Between Clusters
Minimum Required Role: Full Administrator
Moving a host between clusters can be accomplished by:

1. Decommissioning the host (see Decommissioning Role Instances on page 51).

2. Removing all roles from the host (except for the Cloudera Manager management roles). See Deleting Role Instances
on page 52.

3. Deleting the host from the cluster (see Deleting Hosts on page 66), specifically the section on removing a host
from a cluster but leaving it available to Cloudera Manager.

4. Adding the host to the new cluster (see Adding a Host to the Cluster on page 59).

5. Adding roles to the host (optionally using one of the host templates associated with the new cluster). See Adding
a Role Instance on page 50 and Host Templates on page 62.

Managing Services

Cloudera Manager service configuration features let you manage the deployment and configuration of CDH and
managed services. You can add new services and roles if needed, gracefully start, stop and restart services or roles,
and decommission and delete roles or services if necessary. Further, you can modify the configuration properties for
services or for individual role instances. If you have a Cloudera Enterprise license, you can view past configuration
changes and roll back to a previous revision. You can also generate client configuration files, enabling you to easily
distribute them to the users of a service.

The topics in this chapter describe how to configure and use the services on your cluster. Some services have unique
configuration requirements or provide unique features: those are covered in Managing Individual Services on page
84.




Note:

Cloudera Manager configuration screens offer two layout options: classic and new. The new layout
is the default; however, on each configuration page you can easily switch between layouts using the
Switch to XXX layout link at the top right of the page. For more information, see Configuration Overview

on page 9.

Adding a Service

Minimum Required Role: Full Administrator

After initial installation, you can use the Add a Service wizard to add and configure new service instances. For example,
you may want to add a service such as Oozie that you did not select in the wizard during the initial installation.

Important: As of February 1, 2021, all downloads of CDH and Cloudera Manager require a username

o and password and use a modified URL. You must use the modified URL, including the username and
password when downloading the repository contents described below. You may need to upgrade
Cloudera Manager to a newer version that uses the modified URLs.

This can affect new installations, upgrades, adding new hosts to a cluster, and adding a new cluster.

For more information, see Updating an existing CDH/Cloudera Manager deployment to access

downloads with authentication.

The binaries for the following services are not packaged in CDH 4 and CDH 5 and must be installed individually before

being adding the service:

Service

Installation Documentation

Accumulo

Apache Accumulo Documentation

Impala (not in CDH 4)

Installing Impala

Search (not in CDH 4)

Installing Search

Kafka

Installing Kafka

Key Trustee KMS

Installing Key Trustee KMS

If you do not add the binaries before adding the service, the service will fail to start.

To add a service:

1. On the Home > Status tab, click

-

to the right of the cluster name and select Add a Service. A list of service types display. You can add one type of
service at a time.

. Select a service and click Continue. If you are missing required binaries, a pop-up displays asking if you want to
continue with adding the service.

. Select the services on which the new service should depend. All services must depend on the same ZooKeeper
service. Click Continue.

. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. You can reassign role instances if necessary.

Click a field below a role to display a dialog box containing a list of hosts. If you click a field containing multiple
hosts, you can also select All Hosts to assign the role to all hosts, or Custom to display the pageable hosts dialog
box.


https://docs.cloudera.com/documentation/enterprise/release-notes/topics/cm-retrofit-auth-downloads.html#cm_retrofit_auth_downloads
https://docs.cloudera.com/documentation/enterprise/release-notes/topics/cm-retrofit-auth-downloads.html#cm_retrofit_auth_downloads
https://docs.cloudera.com/documentation/other/accumulo/latest.html
http://www.cloudera.com/documentation/kafka/latest/topics/kafka_installing.html

The following shortcuts for specifying hostname patterns are supported:

e Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com host1l.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
e Rack name

Click the View By Host button for an overview of the role assignment by hostname ranges.

5. Review and modify configuration settings, such as data directory paths and heap sizes and click Continue. The
service is started.

6. Click Continue then click Finish. You are returned to the Home page.

7. Verify the new service is started properly by checking the health status for the new service. If the Health Status
is Good, then the service started properly.

Comparing Configurations for a Service Between Clusters
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

To compare the configuration settings for a particular service between two different clusters in a Cloudera Manager
deployment, perform the following steps:

1. On the Home > Status tab, click the name of the service you want to compare, or click the Clusters menu and
select the name of the service.

2. Click the Configuration tab.
3. Click the drop-down menu above the Filters pane, and select from one of the options that begins Diff with...:

e service on cluster - For example, HBASE-1 on Cluster 1. This is the default display setting. All properties are
displayed for the selected instance of the service.

¢ service on all clusters - For example, HBase on all clusters. All properties are displayed for all instances of the
service.

o Diff with service on cluster - For example, Diff with HBase on Cluster 2. Properties are displayed only if the
values for the instance of the service whose page you are on differ from the values for the instance selected
in the drop-down menu.

o Diff with service on all clusters - For example, Diff with HBase on all clusters. Properties are displayed if the
values for the instance of the service whose page you are on differ from the values for one or more other
instances in the Cloudera Manager deployment.

The service's properties will be displayed showing the values for each property for the selected clusters. The filters on
the left side can be used to limit the properties displayed.

You can also view property configuration values that differ between clusters across a deployment by selecting
Non-uniform Values on the Configuration tab of the Cloudera Manager Home > Status tab. For more information, see
Cluster-Wide Configuration on page 38

Add-on Services
Minimum Required Role: Full Administrator

Cloudera Manager supports adding new types of services (referred to as an add-on service) to Cloudera Manager,
allowing such services to leverage Cloudera Manager distribution, configuration, monitoring, resource management,
and life-cycle management features. An add-on service can be provided by Cloudera or an independent software




vendor (ISV). If you have multiple clusters managed by Cloudera Manager, an add-on service can be deployed on any
of the clusters.

E,i Note: If the add-on service is already installed and running on hosts that are not currently being
managed by Cloudera Manager, you must first add the hosts to a cluster that's under management.
See Adding a Host to the Cluster on page 59 for details.

Custom Service Descriptor Files

Integrating an add-on service requires a Custom Service Descriptor (CSD) file. A CSD file contains all the configuration
needed to describe and manage a new service. A CSD is provided in the form of a JAR file.

Depending on the service, the CSD and associated software may be provided by Cloudera or by an ISV. The integration
process assumes that the add-on service software (parcel or package) has been installed and is present on the cluster.
The recommended method is for the ISV to provide the software as a parcel, but the actual mechanism for installing
the software is up to the ISV. The instructions in Installing an Add-on Service on page 42 assume that you have obtained
the CSD file from the Cloudera repository or from an ISV. It also assumes you have obtained the service software,
ideally as a parcel, and have or will install it on your cluster either prior to installing the CSD or as part of the CSD
installation process.

Configuring the Location of Custom Service Descriptor Files

The default location for CSD filesis/ opt / cl ouder a/ csd. You can change the location in the Cloudera Manager Admin
Console as follows:

1. Select Administration > Settings.

. Click the Custom Service Descriptors category.

. Edit the Local Descriptor Repository Path property.
. Click Save Changes to commit the changes.

. Restart Cloudera Manager Server:
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syst end-based Operating Systems:
sudo systenct| restart cloudera-scmserver
i ni t -based Operating Systems:

sudo service cloudera-scmserver restart

Installing an Add-on Service

An ISV may provide its software in the form of a parcel, or they may have a different way of installing their software.
If their software is not available as a parcel, then you must install their software before adding the CSD file. Follow the
instructions from the ISV for installing the software. If the ISV has provided their software as a parcel, they may also
have included the location of their parcel repository in the CSD they have provided. In that case, install the CSD first
and then install the parcel.

Installing the Custom Service Descriptor File

1. Acquire the CSD file from Cloudera or an ISV.

2. Log on to the Cloudera Manager Server host, and place the CSD file under the location configured for CSD files.
3. Set the file ownership to cl ouder a- scm cl ouder a- scmwith permission 644.

4. Restart the Cloudera Manager Server:

servi ce cloudera-scmserver restart

5. Log into the Cloudera Manager Admin Console and restart the Cloudera Management Service.

a. Do one of the following:



e 1. Select Clusters > Cloudera Management Service > Cloudera Management Service.
2. Select Actions > Restart.

e On the Home > Status tab, click

b
to the right of Cloudera Management Service and select Restart.

b. Click Restart to confirm. The Command Details window shows the progress of stopping and then starting
the roles.

¢. When Command completed with n/n successful subcommands appears, the task is complete. Click Close.

Installing the Parcel

E,i Note: Itis not required that the Cloudera Manager server host be part of a managed cluster and have

an agent installed. Although you initially copy the CSD file to the Cloudera Manager server, the Parcel
for the add-on service will not be installed on the Cloudera Manager Server host unless the host is
managed by Cloudera Manager.

If you have already installed the external software onto your cluster, you can skip these steps and proceed to Adding
an Add-on Service on page 43.

1. Click E3in the main navigation bar. If the vendor has included the location of the repository in the CSD, the parcel
should already be present and ready for downloading. If the parcel is available, skip to step 7.
2. Use one of the following methods to open the parcel settings page:

¢ Navigation bar

1. Click Ein the top navigation bar or click Hosts and click the Parcels tab.
2. Click the Configuration button.

e Menu

1. Select Administration > Settings.
2. Select Category > Parcels .

- In the Remote Parcel Repository URLs list, click ¥ to open an additional row.
. Enter the path to the repository.
. Click Save Changes to commit the changes.

[<2 B L B ~ S V3]

. Click . The external parcel should appear in the set of parcels available for download.
7. Download, distribute, and activate the parcel. See Managing Parcels.

Adding an Add-on Service
Add the service following the procedure in Adding a Service on page 40.
Uninstalling an Add-on Service

1. Stop all instances of the service.

2. Delete the service from all clusters. If there are other services that depend on the service you are trying to delete,
you must delete those services first.

3. Log on to the Cloudera Manager Server host and remove the CSD file.
4. Restart the Cloudera Manager Server:

servi ce cloudera-scmserver restart

5. After the server has restarted, log into the Cloudera Manager Admin Console and restart the Cloudera Management
Service.



6. Optionally remove the parcel.

Starting, Stopping, and Restarting Services
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)
Starting and Stopping Services

It'simportant to start and stop services that have dependencies in the correct order. For example, because MapReduce
and YARN have a dependency on HDFS, you must start HDFS before starting MapReduce or YARN. The Cloudera
Management Service and Hue are the only two services on which no other services depend; although you can start
and stop them at anytime, their preferred order is shown in the following procedures.

The Cloudera Manager cluster actions start and stop services in the correct order. To start or stop all services in a
cluster, follow the instructions in Starting, Stopping, Refreshing, and Restarting a Cluster on page 37.

Starting a Service on All Hosts

1. On the Home > Status tab, click

-

to the right of the service name and select Start.
2. Click Start that appears in the next screen to confirm. When you see a Finished status, the service has started.

The order in which to start services is:

1. Cloudera Management Service
. ZooKeeper

. HDFS

. Solr

. Flume

. HBase

. Key-Value Store Indexer
. MapReduce or YARN

9. Hive

10 Impala

1. Oozie

12 Sqoop

B Hue
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E,i Note: If you are unable to start the HDFS service, it's possible that one of the roles instances, such

as a DataNode, was running on a host that is no longer connected to the Cloudera Manager Server
host, perhaps because of a hardware or network failure. If this is the case, the Cloudera Manager
Server will be unable to connect to the Cloudera Manager Agent on that disconnected host to start
the role instance, which will prevent the HDFS service from starting. To work around this, you can
stop all services, abort the pending command to start the role instance on the disconnected host, and
then restart all services again without that role instance. For information about aborting a pending
command, see Aborting a Pending Command on page 48.

Stopping a Service on All Hosts

1. On the Home > Status tab, click

-

to the right of the service name and select Stop.
2. Click Stop that appears in the next screen to confirm. When you see a Finished status, the service has stopped.

The order in which to stop services is:



Hue

. Sqoop

Oozie

Impala

Hive

MapReduce or YARN

. Key-Value Store Indexer
. HBase

9. Flume

10 Solr

1. HDFS

12 ZooKeeper

1 Cloudera Management Service
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Restarting a Service

It is sometimes necessary to restart a service, which is essentially a combination of stopping a service and then starting
it again. For example, if you change the hostname or port where the Cloudera Manager is running, or you enable TLS
security, you must restart the Cloudera Management Service to update the URL to the Server.

1. On the Home > Status tab, click

-

to the right of the service name and select Restart.
2. Click Start on the next screen to confirm. When you see a Finished status, the service has restarted.

To restart all services, use the restart cluster action.

Rolling Restart
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)
Important: This feature is available only with a Cloudera Enterprise license; it is not available in

Cloudera Express. For information on Cloudera Enterprise licenses, see Managing Licenses on page
524.

Rolling restart allows you to conditionally restart the role instances of the following services to update software or use
a new configuration:

e Flume

e HBase

e HDFS

e Kafka

e Key Trustee KMS
e Key Trustee Server
e MapReduce

e Oozie

e Sentry

¢ YARN

e ZooKeeper

If the service is not running, rolling restart is not available for that service. You can specify a rolling restart of each
service individually.

If you have HDFS high availability enabled, you can also perform a cluster-level rolling restart. At the cluster level, the
rolling restart of worker hosts is performed on a host-by-host basis, rather than per service, to avoid all roles for a




service potentially being unavailable at the same time. During a cluster restart, to avoid having your NameNode (and
thus the cluster) be unavailable during the restart, Cloudera Manager forces a failover to the standby NameNode.

MapReduce (MRv1) JobTracker High Availability on page 389 and YARN (MRv2) ResourceManager High Availability on
page 379 is not required for a cluster-level rolling restart. However, if you have JobTracker or ResourceManager high
availability enabled, Cloudera Manager will force a failover to the standby JobTracker or ResourceManager.

Performing a Service or Role Rolling Restart

You can initiate a rolling restart from either the Status page for one of the eligible services, or from the service's
Instances page, where you can select individual roles to be restarted.

1. Go to the service you want to restart.
2. Do one of the following:

¢ service - Select Actions > Rolling Restart.
¢ role -

1. Click the Instances tab.
2. Select the roles to restart.
3. Select Actions for Selected > Rolling Restart.

3. In the pop-up dialog box, select the options you want:

e Restart only roles whose configurations are stale
e Restart only roles that are running outdated software versions
e Which role types to restart

4. If you select an HDFS, HBase, MapReduce, or YARN service, you can have their worker roles restarted in batches.
You can configure:

¢ How many roles should be included in a batch - Cloudera Manager restarts the worker roles rack-by-rack in
alphabetical order, and within each rack, hosts are restarted in alphabetical order. If you are using the default
replication factor of 3, Hadoop tries to keep the replicas on at least 2 different racks. So if you have multiple
racks, you can use a higher batch size than the default 1. But you should be aware that using too high batch
size also means that fewer worker roles are active at any time during the upgrade, so it can cause temporary
performance degradation. If you are using a single rack only, you should only restart one worker node at a
time to ensure data availability during upgrade.

¢ How long should Cloudera Manager wait before starting the next batch.

e The number of batch failures that will cause the entire rolling restart to fail (this is an advanced feature). For
example if you have a very large cluster you can use this option to allow failures because if you know that
your cluster will be functional even if some worker roles are down.



E,i Note:

¢ HDFS - If you do not have HDFS high availability configured, a warning appears reminding
you that the service will become unavailable during the restart while the NameNode is
restarted. Services that depend on that HDFS service will also be disrupted. It is recommended
that you restart the DataNodes one at a time—one host per batch, which is the default.

e HBase

— Administration operations such as any of the following should not be performed during
the rolling restart, to avoid leaving the cluster in an inconsistent state:

— Split
— Create, disable, enable, or drop table
— Metadata changes

— Create, clone, or restore a snapshot. Snapshots rely on the RegionServers being
up; otherwise the snapshot will fail.

— Toincrease the speed of a rolling restart of the HBase service, set the Region Mover
Threads property to a higher value. This increases the number of regions that can be
moved in parallel, but places additional strain on the HMaster. In most cases, Region
Mover Threads should be set to 5 or lower.

— Another option to increase the speed of a rolling restart of the HBase service is to set
the Skip Region Reload During Rolling Restart property to t r ue. This setting can cause
regions to be moved around multiple times, which can degrade HBase client performance.

¢ MapReduce - If you restart the JobTracker, all current jobs will fail.

* YARN - If you restart ResourceManager and ResourceManager HA is enabled, current jobs
continue running: they do not restart or fail. ResourceManager HA is supported for CDH 5.2
and higher.

* ZooKeeper and Flume - For both ZooKeeper and Flume, the option to restart roles in batches
is not available. They are always restarted one by one.

5. Click Confirm to start the rolling restart.

Performing a Cluster-Level Rolling Restart

You can perform a cluster-level rolling restart on demand from the Cloudera Manager Admin Console. A cluster-level
rolling restart is also performed as the last step in a rolling upgrade when the cluster is configured with HDFS high
availability enabled.

1. If you have not already done so, enable high availability. See HDFS High Availability on page 356 for instructions.
You do not need to enable automatic failover for rolling restart to work, though you can enable it if you wish.
Automatic failover does not affect the rolling restart operation.

2. For the cluster you want to restart select Actions > Rolling Restart.

3. Inthe pop-up dialog box, select the services you want to restart. Please review the caveats in the preceding section
for the services you elect to have restarted. The services that do not support rolling restart will simply be restarted,
and will be unavailable during their restart.

4. If you select an HDFS, HBase, or MapReduce service, you can have their worker roles restarted in batches. You
can configure:

e How many roles should be included in a batch - Cloudera Manager restarts the worker roles rack-by-rack in
alphabetical order, and within each rack, hosts are restarted in alphabetical order. If you are using the default
replication factor of 3, Hadoop tries to keep the replicas on at least 2 different racks. So if you have multiple
racks, you can use a higher batch size than the default 1. But you should be aware that using too high batch
size also means that fewer worker roles are active at any time during the upgrade, so it can cause temporary



performance degradation. If you are using a single rack only, you should only restart one worker node at a
time to ensure data availability during upgrade.

¢ How long should Cloudera Manager wait before starting the next batch.

e The number of batch failures that will cause the entire rolling restart to fail (this is an advanced feature). For
example if you have a very large cluster you can use this option to allow failures because if you know that
your cluster will be functional even if some worker roles are down.

5. Click Restart to start the rolling restart. While the restart is in progress, the Command Details page shows the
steps for stopping and restarting the services.

Aborting a Pending Command
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)
Commands will time out if they are unable to complete after a period of time.

If necessary, you can abort a pending command. For example, this may become necessary because of a hardware or
network failure where a host running a role instance becomes disconnected from the Cloudera Manager Server host.
In this case, the Cloudera Manager Server will be unable to connect to the Cloudera Manager Agent on that disconnected
host to start or stop the role instance which will prevent the corresponding service from starting or stopping. To work
around this, you can abort the command to start or stop the role instance on the disconnected host, and then you can
start or stop the service again.

To abort any pending command:

You can click the indicator (Ex) with the blue badge, which shows the number of commands that are currently running
in your cluster (if any). This indicator is positioned just to the left of the Support link at the right hand side of the
navigation bar. Unlike the Commands tab for a role or service, this indicator includes all commands running for all
services or roles in the cluster. In the Running Commands window, click Abort to abort the pending command. For
more information, see Viewing Running and Recent Commands.

To abort a pending command for a service or role:

1. Go to the Service > Instances tab for the service where the role instance you want to stop is located. For example,
go to the HDFS Service > Instances tab if you want to abort a pending command for a DataNode.

2. In the list of instances, click the link for role instance where the command is running (for example, the instance
that is located on the disconnected host).

3. Go to the Commands tab.
4. Find the command in the list of Running Commands and click Abort Command to abort the running command.

Deleting Services

Minimum Required Role: Full Administrator

1. Stop the service. For information on starting and stopping services, see Starting, Stopping, and Restarting Services
on page 44.
2. On the Home > Status tab, click

-

to the right of the service name and select Delete.

3. Click Delete to confirm the deletion. Deleting a service does not clean up the associated client configurations that
have been deployed in the cluster or the user data stored in the cluster. For a given "alternatives path" (for example
/ et c/ hadoop/ conf ) if there exist both "live" client configurations (ones that would be pushed out with deploy
client configurations for active services) and ones that have been "orphaned" client configurations (the service
they correspond to has been deleted), the orphaned ones will be removed from the alternatives database. In
other words, to trigger cleanup of client configurations associated with a deleted service you must create a service
to replace it. To remove user data, see Remove User Data.

Renaming a Service

Minimum Required Role: Full Administrator



A service is given a name upon installation, and that name is used as an identifier internally. However, Cloudera Manager
allows you to provide a display name for a service, and that name will appear in the Cloudera Manager Admin Console
instead of the original (internal) name.

1. On the Home > Status tab, click

-

to the right of the service name and select Rename.
2. Type the new name.
3. Click Rename.

The original service name will still be used internally, and may appear or be required in certain circumstances, such as
in log messages or in the API.

The rename action is recorded as an Audit event.

When looking at Audit or Event search results for the renamed service, it is possible that these search results might
contain either only the original (internal) name, or both the display name and the original name.

Configuring Maximum File Descriptors
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

You can set the maximum file descriptor parameter for all daemon roles. When not specified, the role uses whatever
value it inherits from supervisor. When specified, configures soft and hard limits to the configured value.

1. Go to a service.

. Click the Configuration tab.

. In the Search box, type rlimit_fds.

. Set the Maximum Process File Descriptors property for one or more roles.
. Click Save Changes to commit the changes.

. Restart the affected role instances.
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Managing Roles

When Cloudera Manager configures a service, it configures hosts in your cluster with one or more functions (called
roles in Cloudera Manager) that are required for that service. The role determines which Hadoop daemons run on a
given host. For example, when Cloudera Manager configures an HDFS service instance it configures one host to run
the NameNode role, another host to run as the Secondary NameNode role, another host to run the Balancer role, and
some or all of the remaining hosts to run DataNode roles.

Configuration settings are organized in role groups. A role group includes a set of configuration properties for a specific
group, as well as a list of role instances associated with that role group. Cloudera Manager automatically creates default
role groups.

For role types that allow multiple instances on multiple hosts, such as DataNodes, TaskTrackers, RegionServers (and
many others), you can create multiple role groups to allow one set of role instances to use different configuration
settings than another set of instances of the same role type. In fact, upon initial cluster setup, if you are installing on
identical hosts with limited memory, Cloudera Manager will (typically) automatically create two role groups for each
worker role — one group for the role instances on hosts with only other worker roles, and a separate group for the
instance running on the host that is also hosting master roles.

The HDFS service is an example of this: Cloudera Manager typically creates one role group (DataNode Default Group)
for the DataNode role instances running on the worker hosts, and another group (HDFS-1-DATANODE-1) for the
DataNode instance running on the host that is also running the master roles such as the NameNode, JobTracker, HBase
Master and so on. Typically the configurations for those two classes of hosts will differ in terms of settings such as
memory for JVMs.

Cloudera Manager configuration screens offer two layout options: classic and new. The new layout is the default;
however, on each configuration page you can easily switch between layouts using the Switch to XXX layout link at the
top right of the page. For more information, see Configuration Overview on page 9.




Gateway Roles

A gateway is a special type of role whose sole purpose is to designate a host that should receive a client configuration
for a specific service, when the host does not have any roles running on it. Gateway roles enable Cloudera Manager
to install and manage client configurations on that host. There is no process associated with a gateway role, and its
status will always be Stopped. You can configure gateway roles for HBase, HDFS, Hive, MapReduce, Solr, Spark, Sqoop
1 Client, and YARN.

Role Instances

Adding a Role Instance
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

After creating services, you can add role instances to the services. For example, after initial installation in which you
created the HDFS service, you can add a DataNode role instance to a host where one was not previously running. Upon
upgrading a cluster to a new version of CDH you might want to create a role instance for a role added in the new
version.

1. Go to the service for which you want to add a role instance. For example, to add a DataNode role instance, go to
the HDFS service.

2. Click the Instances tab.
3. Click the Add Role Instances button.

4. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. You can reassign role instances if necessary.

Click a field below a role to display a dialog box containing a list of hosts. If you click a field containing multiple
hosts, you can also select All Hosts to assign the role to all hosts, or Custom to display the pageable hosts dialog
box.

The following shortcuts for specifying hostname patterns are supported:

¢ Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com hostl.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
e Rack name

Click the View By Host button for an overview of the role assignment by hostname ranges.

5. Click Continue.

6. In the Review Changes page, review the configuration changes to be applied. Confirm the settings entered for file
system paths. The file paths required vary based on the services to be installed. For example, you might confirm
the NameNode Data Directory and the DataNode Data Directory for HDFS. Click Continue. The wizard finishes by
performing any actions necessary to prepare the cluster for the new role instances. For example, new DataNodes
are added to the NameNode df s_host s_al | ow. t xt file. The new role instance is configured with the default
role group for its role type, even if there are multiple role groups for the role type. If you want to use a different
role group, follow the instructions in Managing Role Groups on page 53 for moving role instances to a different
role group. The new role instances are not started automatically.

Starting, Stopping, and Restarting Role Instances

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)



If the host for the role instance is currently decommissioned, you will not be able to start the role until the host has
been recommissioned.

1. Go to the service that contains the role instances to start, stop, or restart.

2. Click the Instances tab.

3. Check the checkboxes next to the role instances to start, stop, or restart (such as a DataNode instance).

4. Select Actions for Selected > Start, Stop, or Restart, and then click Start, Stop, or Restart again to start the process.
When you see a Finished status, the process has finished.

Also see Rolling Restart on page 45.

Decommissioning Role Instances
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

You can remove a role instance such as a DataNode from a cluster while the cluster is running by decommissioning
the role instance. When you decommission a role instance, Cloudera Manager performs a procedure so that you can
safely retire a host without losing data. Role decommissioning applies to HDFS DataNode, MapReduce TaskTracker,
YARN NodeManager, and HBase RegionServer roles.

You cannot decommission a DataNode or a host with a DataNode if the number of DataNodes equals the replication
factor (which by default is three) of any file stored in HDFS. For example, if the replication factor of any file is three,
and you have three DataNodes, you cannot decommission a DataNode or a host with a DataNode. If you attempt to
decommission a DataNode or a host with a DataNode in such situations, the DataNode will be decommissioned, but
the decommission process will not complete. You will have to abort the decommission and recommission the DataNode.

A role will be decommissioned if its host is decommissioned. See Decommissioning and Recommissioning Hosts on
page 64 for more details.

To decommission role instances:

1. If you are decommissioning DataNodes, perform the steps in Tuning HDFS Prior to Decommissioning DataNodes
on page 64.

2. Click the service instance that contains the role instance you want to decommission.

3. Click the Instances tab.

4. Check the checkboxes next to the role instances to decommission.

5. Select Actions for Selected > Decommission, and then click Decommission again to start the process. A
Decommission Command pop-up displays that shows each step or decommission command as it is run. In the
Details area, click > to see the subcommands that are run. Depending on the role, the steps may include adding
the host to an "exclusions list" and refreshing the NameNode, JobTracker, or NodeManager; stopping the Balancer
(if it is running); and moving data blocks or regions. Roles that do not have specific decommission actions are
stopped.

You can abort the decommission process by clicking the Abort button, but you must recommission and restart
the role.

The Commission State facet in the Filters list displays s« Decommissioning while decommissioning is in progress,

and == Decommissioned when the decommissioning process has finished. When the process is complete, a  is
added in front of Decommission Command.

Recommissioning Role Instances
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

1. Click the service that contains the role instance you want to recommission.

2. Click the Instances tab.

3. Check the checkboxes next to the decommissioned role instances to recommission.
4

. Select Actions for Selected > Recommission, and then click Recommission to start the process. A Recommission
Command pop-up displays that shows each step or recommission command as it is run. When the process is
complete, a v is added in front of Recommission Command.



5. Restart the role instance.

Deleting Role Instances
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Click the service instance that contains the role instance you want to delete. For example, if you want to delete
a DataNode role instance, click an HDFS service instance.

. Click the Instances tab.

. Check the checkboxes next to the role instances you want to delete.

. If the role instance is running, select Actions for Selected > Stop and click Stop to confirm the action.
. Select Actions for Selected > Delete. Click Delete to confirm the deletion.
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E,’ Note: Deleting a role instance does not clean up the associated client configurations that have been
deployed in the cluster.

Configuring Roles to Use a Custom Garbage Collection Parameter

Every Java-based role in Cloudera Manager has a configuration setting called Java Configuration Options for role where
you can enter command line options. Commonly, garbage collection flags or extra debugging flags would be passed
here. To find the appropriate configuration setting, select the service you want to modify in the Cloudera Manager
Admin Console, then use the Search box to search for Java Configuration Options.

You can add configuration options for all instances of a given role by making this configuration change at the service
level. For example, to modify the setting for all DataNodes, select the HDFS service, then modify the Java Configuration
Options for DataNode setting.

To modify a configuration option for a given instance of a role, select the service, then select the particular role instance
(for example, a specific DataNode). The configuration settings you modify will apply to the selected role instance only.

For detailed instructions see Modifying Configuration Properties Using Cloudera Manager on page 12.

Role Groups
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

A role group is a set of configuration properties for a role type, as well as a list of role instances associated with that
group. Cloudera Manager automatically creates a default role group named Role Type Default Group for each role
type.Each role instance can be associated with only a single role group.

Role groups provide two types of properties: those that affect the configuration of the service itself and those that
affect monitoring of the service, if applicable (the Monitoring subcategory). (Not all services have monitoring properties).
For more information about monitoring properties see Configuring Monitoring Settings.

When you run the installation or upgrade wizard, Cloudera Manager configures the default role groups it adds, and
adds any other required role groups for a given role type. For example, a DataNode role on the same host as the
NameNode might require a different configuration than DataNode roles running on other hosts. Cloudera Manager
creates a separate role group for the DataNode role running on the NameNode host and uses the default configuration
for DataNode roles running on other hosts.

You can modify the settings of the default role group, or you can create new role groups and associate role instances
to whichever role group is most appropriate. This simplifies the management of role configurations when one group

of role instances may require different settings than another group of instances of the same role type—for example,

due to differences in the hardware the roles run on. You modify the configuration for any of the service's role groups
through the Configuration tab for the service. You can also override the settings inherited from a role group for a role
instance.

If there are multiple role groups for a role type, you can move role instances from one group to another. When you
move a role instance to a different group, it inherits the configuration settings for its new group.



Creating a Role Group

1. Go to a service status page.

. Click the Instances or Configuration tab.
. Click Role Groups.

. Click Create new group....

. Provide a name for the group.
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. Select the role type for the group. You can select role types that allow multiple instances and that exist for the
service you have selected.

7. In the Copy From field, select the source of the basic configuration information for the role group:

¢ An existing role group of the appropriate type.

e None.... The role group is set up with generic default values that are not the same as the values Cloudera
Manager sets in the default role group, as Cloudera Manager specifically sets the appropriate configuration
properties for the services and roles it installs. After you create the group you must edit the configuration to
set missing properties (for example the TaskTracker Local Data Directory List property, which is not populated
if you select None) and clear other validation warnings and errors.

Managing Role Groups
You can rename or delete existing role groups, and move roles of the same role type from one group to another.

1. Go to a service status page.

. Click the Instances or Configuration tab.

. Click Role Groups.

. Click the group you want to manage. Role instances assigned to the role group are listed.
. Perform the appropriate procedure for the action:
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Action Procedure

Rename 1. Click the role group name, click

-

next to the name on the right and click Rename.
2. Specify the new name and click Rename.

Delete You cannot delete any of the default groups. The group must first be empty; if you
want to delete a group you've created, you must move any role instances to a
different role group.

1. Click the role group name.
2. Click

-

next to the role group name on the right, select Delete, and confirm by clicking
Delete. Deleting a role group removes it from host templates.

Move 1. Select the role instance(s) to move.
2. Select Actions for Selected > Move To Different Role Group....
3. In the pop-up that appears, select the target role group and click Move.

Managing Hosts
Cloudera Manager provides a number of features that let you configure and manage the hosts in your clusters.

The Hosts screen has the following tabs:



The Status Tab

Viewing All Hosts

To display summary information about all the hosts managed by Cloudera Manager, click Hosts in the main navigation
bar. The All Hosts page displays with a list of all the hosts managed by Cloudera Manager.

The list of hosts shows the overall status of the Cloudera Manager-managed hosts in your cluster.

¢ The information provided varies depending on which columns are selected. To change the columns, click the
Columns: n Selected drop-down and select the checkboxes next to the columns to display.

e Click » to the left of the number of roles to list all the role instances running on that host.

e Filter the hosts list by entering search terms (hostname, IP address, or role) in the search box separated by commas
or spaces. Use quotes for exact matches (for example, strings that contain spaces, such as a role name) and
brackets to search for ranges. Hosts that match any of the search terms are displayed. For example:

host nane[ 1- 3], host nane8 host nane9, "host nane. exanpl e. cont
host nane. exanpl e. com “HDFS Dat aNode”

* You can also search for hosts by selecting a value from the facets in the Filters section at the left of the page.
¢ |f the Configuring Agent Heartbeat and Health Status Options on page 510 are configured as follows:

— Send Agent heartbeat every x
— Set health status to Concerning if the Agent heartbeats fail y
— Set health status to Bad if the Agent heartbeats fail z

The value v for a host's Last Heartbeat facet is computed as follows:

- v<x*y=Good
— v>=x *yand<=x *z=Concerning
- v>=x*z=Bad

Viewing the Hosts in a Cluster
Do one of the following:

¢ Select Clusters > Cluster name > General > Hosts.
* Inthe Home screen, click #=2 HOS1S in a full form cluster table.

The All Hosts page displays with a list of the hosts filtered by the cluster name.

Viewing Individual Hosts

You can view detailed information about an individual host—resources (CPU/memory/storage) used and available,
which processes it is running, details about the host agent, and much more—by clicking a host link on the All Hosts
page. See Viewing Host Details on page 55.

The Configuration Tab

The Configuration tab lets you set properties related to parcels and to resource management, and also monitoring

properties for the hosts under management. The configuration settings you make here will affect all your managed

hosts. You can also configure properties for individual hosts from the Host Details page (see Viewing Host Details on
page 55) which will override the global properties set here).

To edit the Default configuration properties for hosts:
1. Click the Configuration tab.

For more information on making configuration changes, see Modifying Configuration Properties Using Cloudera Manager
on page 12.




The Roles and Disks Overview Tabs

Role Assignments
You can view the assignment of roles to hosts as follows:

1. Click the Roles tab.
2. Click a cluster name or All Clusters.

Disks Overview

Click the Disks Overview tab to display an overview of the status of all disks in the deployment. The statistics exposed
match or build on those in i ost at , and are shown in a series of histograms that by default cover every physical disk
in the system.

Adjust the endpoints of the time line to see the statistics for different time periods. Specify a filter in the box to limit
the displayed data. For example, to see the disks for a single rack rackl, set the filter to: | ogi cal Partition =

fal se and rackld = "rackl" and click Filter. Click a histogram to drill down and identify outliers. Mouse over
the graph and click " to display additional information about the chart.

The Templates Tab

The Templates tab lets you create and manage host templates, which provide a way to specify a set of role configurations
that should be applied to a host. This greatly simplifies the process of adding new hosts, because it lets you specify the
configuration for multiple roles on a host in a single step, and then (optionally) start all those roles.

The Parcels Tab

In the Parcels tab you can download, distribute, and activate available parcels to your cluster. You can use parcels to
add new products to your cluster, or to upgrade products you already have installed.

Viewing Host Details
You can view detailed information about each host, including:

* Name, IP address, rack ID

e Health status of the host and last time the Cloudera Manager Agent sent a heartbeat to the Cloudera Manager
Server

e Number of cores

e System load averages for the past 1, 5, and 15 minutes

e Memory usage

¢ File system disks, their mount points, and usage

¢ Health test results for the host

e Charts showing a variety of metrics and health test results over time.
* Role instances running on the host and their health

e CPU, memory, and disk resources used for each role instance

To view detailed host information:

1. Click the Hosts tab.
2. Click the name of one of the hosts. The Status page is displayed for the host you selected.

3. Click tabs to access specific categories of information. Each tab provides various categories of information about
the host, its services, components, and configuration.

From the status page you can view details about several categories of information.
Status

The Status page is displayed when a host is initially selected and provides summary information about the status of
the selected host. Use this page to gain a general understanding of work being done by the system, the configuration,
and health status.



If this host has been decommissioned or is in maintenance mode, you will see the following icon(s) (%,G}) in the top
bar of the page next to the status message.

Details

This panel provides basic system configuration such as the host's IP address, rack, health status summary, and disk
and CPU resources. This information summarizes much of the detailed information provided in other panes on this
tab. To view details about the Host agent, click the Host Agent link in the Details section.

Health Tests

Cloudera Manager monitors a variety of metrics that are used to indicate whether a host is functioning as expected.
The Health Tests panel shows health test results in an expandable/collapsible list, typically with the specific metrics
that the test returned. (You can Expand All or Collapse All from the links at the upper right of the Health Tests panel).

¢ The color of the text (and the background color of the field) for a health test result indicates the status of the
results. The tests are sorted by their health status — Good, Concerning, Bad, or Disabled. The list of entries for
good and disabled health tests are collapsed by default; however, Bad or Concerning results are shown expanded.

e The text of a health test also acts as a link to further information about the test. Clicking the text will pop up a
window with further information, such as the meaning of the test and its possible results, suggestions for actions
you can take or how to make configuration changes related to the test. The help text for a health test also provides
a link to the relevant monitoring configuration section for the service. See Configuring Monitoring Settings for
more information.

Health History
The Health History provides a record of state transitions of the health tests for the host.

e Click the arrow symbol at the left to view the description of the health test state change.

e Click the View link to open a new page that shows the state of the host at the time of the transition. In this view
some of the status settings are greyed out, as they reflect a time in the past, not the current status.

File Systems

The File systems panel provides information about disks, their mount points and usage. Use this information to determine
if additional disk space is required.

Roles

Use the Roles panel to see the role instances running on the selected host, as well as each instance's status and health.
Hosts are configured with one or more role instances, each of which corresponds to a service. The role indicates which
daemon runs on the host. Some examples of roles include the NameNode, Secondary NameNode, Balancer, JobTrackers,
DataNodes, RegionServers and so on. Typically a host will run multiple roles in support of the various services running
in the cluster.

Clicking the role name takes you to the role instance's status page.

You can delete a role from the host from the Instances tab of the Service page for the parent service of the role. You
can add a role to a host in the same way. See Role Instances on page 50.

Charts

Charts are shown for each host instance in your cluster.

See Viewing Charts for Cluster, Service, Role, and Host Instances for detailed information on the charts that are
presented, and the ability to search and display metrics of your choice.

Processes

The Processes page provides information about each of the processes that are currently running on this host. Use this
page to access management web Uls, check process status, and access log information.



E,i Note: The Processes page may display exited startup processes. Such processes are cleaned up within
a day.

The Processes tab includes a variety of categories of information.

e Service - The name of the service. Clicking the service name takes you to the service status page. Using the triangle
to the right of the service name, you can directly access the tabs on the role page (such as the Instances, Commands,
Configuration, Audits, or Charts Library tabs).

¢ Instance - The role instance on this host that is associated with the service. Clicking the role name takes you to
the role instance's status page. Using the triangle to the right of the role name, you can directly access the tabs
on the role page (such as the Processes, Commands, Configuration, Audits, or Charts Library tabs) as well as the
status page for the parent service of the role.

¢ Name - The process name.

¢ Links - Links to management interfaces for this role instance on this system. These is not available in all cases.
e Status - The current status for the process. Statuses include stopped, starting, running, and paused.

¢ PID - The unique process identifier.

e Uptime - The length of time this process has been running.

¢ Full log file - A link to the full log (a file external to Cloudera Manager) for this host log entries for this host.

e Stderr - A link to the stderr log (a file external to Cloudera Manager) for this host.

e Stdout - A link to the stdout log (a file external to Cloudera Manager) for this host.

Resources

The Resources page provides information about the resources (CPU, memory, disk, and ports) used by every service
and role instance running on the selected host.

Each entry on this page lists:

* The service name

e The name of the particular instance of this service

e A brief description of the resource

e The amount of the resource being consumed or the settings for the resource

The resource information provided depends on the type of resource:

e CPU - An approximate percentage of the CPU resource consumed.

e Memory - The number of bytes consumed.

¢ Disk - The disk location where this service stores information.

e Ports - The port number being used by the service to establish network connections.

Commands

The Commands page shows you running or recent commands for the host you are viewing. See Viewing Running and
Recent Commands for more information.

Configuration
Minimum Required Role: Full Administrator

The Configuration page for a host lets you set properties for the selected host. You can set properties in the following
categories:

e Advanced - Advanced configuration properties. These include the Java Home Directory, which explicitly sets the
value of JAVA HOME for all processes. This overrides the auto-detection logic that is normally used.

¢ Monitoring - Monitoring properties for this host. The monitoring settings you make on this page will override the
global host monitoring settings you make on the Configuration tab of the Hosts page. You can configure monitoring
properties for:
— health check thresholds
— the amount of free space on the filesystem containing the Cloudera Manager Agent's log and process directories



— avariety of conditions related to memory usage and other properties
— alerts for health check events

For some monitoring properties, you can set thresholds as either a percentage or an absolute value (in bytes).

e Other - Other configuration properties.

¢ Parcels - Configuration properties related to parcels. Includes the Parcel Director property, the directory that
parcels will be installed into on this host. If the par cel _di r variable is set in the Agent's conf i g. i ni file, it will
override this value.

¢ Resource Management - Enables resource management using control groups (cgroups).

For more information, see the description for each or property or see Modifying Configuration Properties Using Cloudera
Manager on page 12.

Components

The Components page lists every component installed on this host. This may include components that have been
installed but have not been added as a service (such as YARN, Flume, or Impala).

This includes the following information:

e Component - The name of the component.
e Version - The version of CDH from which each component came.
e Component Version - The detailed version number for each component.

Audits

The Audits page lets you filter for audit events related to this host. See Lifecycle and Security Auditing for more
information.

Charts Library

The Charts Library page for a host instance provides charts for all metrics kept for that host instance, organized by
category. Each category is collapsible/expandable. See Viewing Charts for Cluster, Service, Role, and Host Instances
for more information.

Using the Host Inspector
Minimum Required Role: Full Administrator

You can use the host inspector to gather information about hosts that Cloudera Manager is currently managing. You
can review this information to better understand system status and troubleshoot any existing issues. For example, you
might use this information to investigate potential DNS misconfiguration.

The inspector runs tests to gather information for functional areas including:

¢ Networking

e System time

e User and group configuration
e HDFS settings

e Component versions

Common cases in which this information is useful include:

¢ Installing components

e Upgrading components

e Adding hosts to a cluster

e Removing hosts from a cluster

Running the Host Inspector

1. Click the Hosts tab and select All Hosts.
2. Click the Inspect All Hosts button. Cloudera Manager begins several tasks to inspect the managed hosts.
3. After the inspection completes, click Download Result Data or Show Inspector Results to review the results.



The results of the inspection displays a list of all the validations and their results, and a summary of all the components
installed on your managed hosts.

If the validation process finds problems, the Validations section will indicate the problem. In some cases the message
may indicate actions you can take to resolve the problem. If an issue exists on multiple hosts, you may be able to view
the list of occurrences by clicking a small triangle that appears at the end of the message.

The Version Summary section shows all the components that are available from Cloudera, their versions (if known)
and the CDH distribution to which they belong.

Viewing Past Host Inspector Results

You can view the results of a past host inspection by looking for the Host Inspector command using the Recent
Commands feature.

1. Click the Running Commands indicator (E+) just to the left of the Search box at the right hand side of the navigation
bar.

2. Click the Recent Commands button.

3. If the command is too far in the past, you can use the Time Range Selector to move the time range back to cover
the time period you want.

4. When you find the Host Inspector command, click its name to display its subcommands.

5. Click the Show Inspector Results button to view the report.

See Viewing Running and Recent Commands for more information about viewing past command activity.

Adding a Host to the Cluster
Minimum Required Role: Full Administrator

You can add one or more hosts to your cluster using the Add Hosts wizard, which installs the Oracle JDK, CDH, and
Cloudera Manager Agent software. After the software is installed and the Cloudera Manager Agent is started, the
Agent connects to the Cloudera Manager Server and you can use the Cloudera Manager Admin Console to manage
and monitor CDH on the new host.

The Add Hosts wizard does not create roles on the new host; once you have successfully added the host(s) you can
either add roles, one service at a time, or apply a host template, which can define role configurations for multiple roles.

Important: As of February 1, 2021, all downloads of CDH and Cloudera Manager require a username

o and password and use a modified URL. You must use the modified URL, including the username and
password when downloading the repository contents described below. You may need to upgrade
Cloudera Manager to a newer version that uses the modified URLs.

This can affect new installations, upgrades, adding new hosts to a cluster, and adding a new cluster.

For more information, see Updating an existing CDH/Cloudera Manager deployment to access
downloads with authentication.



https://docs.cloudera.com/documentation/enterprise/release-notes/topics/cm-retrofit-auth-downloads.html#cm_retrofit_auth_downloads
https://docs.cloudera.com/documentation/enterprise/release-notes/topics/cm-retrofit-auth-downloads.html#cm_retrofit_auth_downloads

o Important:

¢ All hosts in a single cluster must be running the same version of CDH.

e When you add a new host, you must install the same version of CDH to enable the new host to
work with the other hosts in the cluster. The installation wizard lets you select the version of CDH
to install, and you can choose a custom repository to ensure that the version you install matches
the version on the other hosts.

¢ If you are managing multiple clusters, select the version of CDH that matches the version in use
on the cluster where you plan to add the new host.

* When you add a new host, the following occurs:

— YARN t opol ogy. map is updated to include the new host
— Any service thatincludest opol ogy. map in its configuration—Flume, Hive, Hue, Oozie, Solr,
Spark, Sqoop 2, YARN—is marked stale

At a convenient point after adding the host you should restart the stale services to pick up the
new configuration.

Use one of the following methods to add a new host:
Using the Add Hosts Wizard to Add Hosts

You can use the Add Hosts wizard to install CDH, Impala, and the Cloudera Manager Agent on a host.

Disable TLS Encryption or Authentication

If you have enabled TLS encryption or authentication for the Cloudera Manager Agents, you must disable both of them
before starting the Add Hosts wizard. Otherwise, skip to the next step.

o Important: This step temporarily puts the existing hosts in an unmanageable state; they are still
configured to use TLS and so cannot communicate with the Cloudera Manager Server. Roles on these
hosts continue to operate normally.

1. From the Administration tab, select Settings.

2. Select the Security category.

3. Disable all levels of TLS that are currently enabled by deselecting the following options: Use TLS Encryption for
Agents, and Use TLS Authentication of Agents to Server.

4. Click Save Changes to save the settings.

5. Restart the Cloudera Management Server to have these changes take effect.

Using the Add Hosts Wizard

1. Click the Hosts tab.

2. Click the Add New Hosts button.

3. Follow the instructions in the wizard to install the Oracle JDK and Cloudera Manager Agent packages and start
the Agent.

4. In the Specify hosts for your CDH Cluster installation page, you can search for new hosts to add under the New
Hosts tab. However, if you have hosts that are already known to Cloudera Manager but have no roles assigned,
(for example, a host that was previously in your cluster but was then removed) these will appear under the
Currently Managed Hosts tab.

5. You will have an opportunity to add (and start) role instances to your newly-added hosts using a host template.

a. You can select an existing host template, or create a new one.
b. To create a new host template, click the + Create... button. This will open the Create New Host Template
pop-up. See Host Templates on page 62 for details on how you select the role groups that define the roles



that should run on a host. When you have created the template, it will appear in the list of host templates
from which you can choose.

c. Select the host template you want to use.

d. By default Cloudera Manager will automatically start the roles specified in the host template on your newly
added hosts. To prevent this, uncheck the option to start the newly-created roles.

6. When the wizard is finished, you can verify the Agent is connecting properly with the Cloudera Manager Server
by clicking the Hosts tab and checking the health status for the new host. If the Health Status is Good and the
value for the Last Heartbeat is recent, then the Agent is connecting properly with the Cloudera Manager Server.

If you did not specify a host template during the Add Hosts wizard, then no roles will be present on your new hosts
until you add them. You can do this by adding individual roles under the Instances tab for a specific service, or by using
a host template. See Role Instances on page 50 for information about adding roles for a specific service. See Host
Templates on page 62 to create a host template that specifies a set of roles (from different services) that should run
on a host.

Enable TLS Encryption or Authentication

If you previously enabled TLS security on your cluster, you must re-enable the TLS options on the Administration page
and also configure TLS on each new host after using the Add Hosts wizard. Otherwise, you can ignore this step. For
instructions, see Configuring TLS Security for Cloudera Manager.

Enable TLS/SSL for CDH Components

If you have previously enabled TLS/SSL on your cluster, and you plan to start these roles on this new host, make sure
you install a new host certificate to be configured from the same path and naming convention as the rest of your hosts.
Since the new host and the roles configured on it are inheriting their configuration from the previous host, ensure that
the keystore or truststore passwords and locations are the same on the new host. For instructions on configuring
TLS/SSL, see Configuring TLS/SSL Encryption for CDH Services.

Enable Kerberos
If you have previously enabled Kerberos on your cluster:

1. Install the packages required to ki ni t on the new host (see the list in Before you Begin Using the Wizard).

2. If you have set up Cloudera Manager to manage kr b5. conf, it will automatically deploy the file on the new host.
Note that Cloudera Manager will deploy kr b5. conf only if you use the Kerberos wizard. If you have used the
API, you will need to manually perform the commands that the wizard calls.

If Cloudera Manager does not manage kr b5. conf, you must manually update the file at/ et ¢/ kr b5. conf .

Adding a Host by Installing the Packages Using Your Own Method

If you used a different mechanism to install the Oracle JDK, CDH, Cloudera Manager Agent packages, you can use that
same mechanism to install the Oracle JDK, CDH, Cloudera Manager Agent packages and then start the Cloudera Manager
Agent.

1. Install the Oracle JDK, CDH, and Cloudera Manager Agent packages using your own method. For instructions on
installing these packages, see Installation Path B - Installation Using Cloudera Manager Parcels or Packages.

2. Afterinstallation is complete, start the Cloudera Manager Agent. For instructions, see Starting, Stopping, and
Restarting Cloudera Manager Agents on page 509.

3. After the Agent is started, you can verify the Agent is connecting properly with the Cloudera Manager Server by
clicking the Hosts tab and checking the health status for the new host. If the Health Status is Good and the value
for the Last Heartbeat is recent, then the Agent is connecting properly with the Cloudera Manager Server.

4. If you have enabled TLS security on your cluster, you must enable and configure TLS on each new host. Otherwise,
ignore this step.

a. Enable and configure TLS on each new host by specifying 1 for the use_t | s property in the
/ et c/ cl ouder a- scm agent/ confi g. i ni configuration file.



b. Configure the same level(s) of TLS security on the new hosts by following the instructions in Configuring TLS
Security for Cloudera Manager.

5. If you have previously enabled TLS/SSL on your cluster, and you plan to start these roles on this new host, make
sure you install a new host certificate to be configured from the same path and naming convention as the rest of
your hosts. Since the new host and the roles configured on it are inheriting their configuration from the previous
host, ensure that the keystore or truststore passwords and locations are the same on the new host. For instructions
on configuring TLS/SSL, see Configuring TLS/SSL Encryption for CDH Services.

6. If you have previously enabled Kerberos on your cluster:

1. Install the packages required to ki ni t on the new host (see the list in Before you Begin Using the Wizard).

2. If you have set up Cloudera Manager to manage kr b5. conf, it will automatically deploy the file on the new
host. Note that Cloudera Manager will deploy kr b5. conf only if you use the Kerberos wizard. If you have
used the API, you will need to manually perform the commands that the wizard calls.

If Cloudera Manager does not manage kr b5. conf , you must manually update the file at/ et ¢/ kr b5. conf .

Specifying Racks for Hosts
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

To get maximum performance, it is important to configure CDH so that it knows the topology of your network. Network
locations such as hosts and racks are represented in a tree, which reflects the network “distance” between locations.
HDFS will use the network location to be able to place block replicas more intelligently to trade off performance and
resilience. When placing jobs on hosts, CDH will prefer within-rack transfers (where there is more bandwidth available)
to off-rack transfers; the MapReduce and YARN schedulers use network location to determine where the closest replica
is as input to a map task. These computations are performed with the assistance of rack awareness scripts.

Cloudera Manager includes internal rack awareness scripts, but you must specify the racks where the hosts in your
cluster are located. If your cluster contains more than 10 hosts, Cloudera recommends that you specify the rack for
each host. HDFS, MapReduce, and YARN will automatically use the racks you specify.

Cloudera Manager supports nested rack specifications. For example, you could specify the rack / r ack3, or
/ gr oup5/ r ack3 to indicate the third rack in the fifth group. All hosts in a cluster must have the same number of path
components in their rack specifications.

To specify racks for hosts:

. Click the Hosts tab.

. Check the checkboxes next to the host(s) for a particular rack, such as all hosts for / r ack123.

. Click Actions for Selected (n) > Assign Rack, where n is the number of selected hosts.

. Enterarack name or ID that starts with aslash/,such as/ rack123 or/ ai sl el/ r ack123, and then click Confirm.
. Optionally restart affected services. Rack assignments are not automatically updated for running services.

U b W N R

Host Templates
Minimum Required Role: Full Administrator

Host templates let you designate a set of role groups that can be applied in a single operation to a host or a set of
hosts. This significantly simplifies the process of configuring new hosts when you need to expand your cluster. Host
templates are supported for both CDH 4 and CDH 5 cluster hosts.

Important: A host template can only be applied on a host with a version of CDH that matches the
CDH version running on the cluster to which the host template belongs.

You can create and manage host templates under the Templates tab from the Hosts page.

1. Click the Hosts tab on the main Cloudera Manager navigation bar.
2. Click the Templates tab on the Hosts page.



Templates are not required; Cloudera Manager assigns roles and role groups to the hosts of your cluster when you
perform the initial cluster installation. However, if you want to add new hosts to your cluster, a host template can
make this much easier.

If there are existing host templates, they are listed on the page, along with links to each role group included in the
template.

If you are managing multiple clusters, you must create separate host templates for each cluster, as the templates
specify role configurations specific to the roles in a single cluster. Existing host templates are listed under the cluster
to which they apply.

¢ You can click a role group name to be taken to the Edit configuration page for that role group, where you can
modify the role group settings.
¢ From the Actions menu associated with the template you can edit the template, clone it, or delete it.

Creating a Host Template

1. From the Templates tab, click Click here
2. In the Create New Host Template pop-up window that appears:

¢ Type a name for the template.
e For each role, select the appropriate role group. There may be multiple role groups for a given role type —
you want to select the one with the configuration that meets your needs.

3. Click Create to create the host template.
Editing a Host Template

1. From the Hosts tab, click the Templates tab.

2. Pull down the Actions menu for the template you want to modify, and click Edit. This put you into the Edit Host
Template pop-up window. This works exactly like the Create New Host Template window — you can modify they
template name or any of the role group selections.

3. Click OK when you have finished.

Applying a Host Template to a Host
You can use a host template to apply configurations for multiple roles in a single operation.

You can apply a template to a host that has no roles on it, or that has roles from the same services as those included
in the host template. New roles specified in the template that do not already exist on the host will be added. A role
on the host that is already a member of the role group specified in the template will be left unchanged. If a role on the
host matches a role in the template, but is a member of a different role group, it will be moved to the role group
specified by the template.

For example, suppose you have two role groups for a DataNode (DataNode Default Group and DataNode (1)). The host
has a DataNode role that belongs to DataNode Default Group. If you apply a host template that specifies the DataNode
(1) group, the role on the host will be moved from DataNode Default Group to DataNode (1).

However, if you have two instances of a service, such as MapReduce (for example, mrl and mr2) and the host has a
TaskTracker role from service mr2, you cannot apply a TaskTracker role from service mr1.

A host may have no roles on it if you have just added the host to your cluster, or if you decommissioned a managed
host and removed its existing roles.

Also, the host must have the same version of CDH installed as is running on the cluster whose host templates you are
applying.

If a host belongs to a different cluster than the one for which you created the host template, you can apply the host
template if the "foreign" host either has no roles on it, or has only management roles on it. When you apply the host
template, the host will then become a member of the cluster whose host template you applied. The following instructions
assume you have already created the appropriate host template.

1. Go to the Hosts page, Status tab.
2. Select the host(s) to which you want to apply your host template.



3. From the Actions for Selected menu, select Apply Host Template.

4. In the pop-up window that appears, select the host template you want to apply.

5. Optionally you can have Cloudera Manager start the roles created per the host template —check the box to enable
this.

6. Click Confirm to initiate the action.

Decommissioning and Recommissioning Hosts

Decommissioning a host decommissions and stops all roles on the host without requiring you to individually
decommission the roles on each service. Decommissioning applies to only to HDFS DataNode, MapReduce TaskTracker,
YARN NodeManager, and HBase RegionServer roles. If the host has other roles running on it, those roles are stopped.

After all roles on the host have been decommissioned and stopped, the host can be removed from service. You can
decommission multiple hosts in parallel.

Decommissioning Hosts

Minimum Required Role: Limited Operator (also provided by Operator, Configurator, Cluster Administrator, or Full
Administrator)

You cannot decommission a DataNode or a host with a DataNode if the number of DataNodes equals the replication
factor (which by default is three) of any file stored in HDFS. For example, if the replication factor of any file is three,
and you have three DataNodes, you cannot decommission a DataNode or a host with a DataNode. If you attempt to
decommission a DataNode or a host with a DataNode in such situations, the DataNode will be decommissioned, but
the decommission process will not complete. You will have to abort the decommission and recommission the DataNode.

To decommission hosts:

. If the host has a DataNode, perform the steps in Tuning HDFS Prior to Decommissioning DataNodes on page 64.
. Click the Hosts tab.

. Select the checkboxes next to one or more hosts.

. Select Actions for Selected > Hosts Decommission.
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A confirmation pop-up informs you of the roles that will be decommissioned or stopped on the hosts you have
selected.

5. Click Confirm. A Decommission Command pop-up displays that shows each step or decommission command as
it is run, service by service. In the Details area, click » to see the subcommands that are run for decommissioning
a given service. Depending on the service, the steps may include adding the host to an "exclusions list" and
refreshing the NameNode, JobTracker, or NodeManager; stopping the Balancer (if it is running); and moving data
blocks or regions. Roles that do not have specific decommission actions are stopped.

You can abort the decommission process by clicking the Abort button, but you must recommission and restart
each role that has been decommissioned.

The Commission State facet in the Filters lists displays s Decommissioning while decommissioning is in progress,

and == Decommissioned when the decommissioning process has finished. When the process is complete, a  is
added in front of Decommission Command.

You cannot start roles on a decommissioned host.

E,i Note: When a DataNode is decommissioned, the data blocks are not removed from the storage
directories. You must delete the data manually.

Tuning HDFS Prior to Decommissioning DataNodes
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

When a DataNode is decommissioned, the NameNode ensures that every block from the DataNode will still be available
across the cluster as dictated by the replication factor. This procedure involves copying blocks from the DataNode in



small batches. If a DataNode has thousands of blocks, decommissioning can take several hours. Before decommissioning
hosts with DataNodes, you should first tune HDFS:

1. Raise the heap size of the DataNodes. DataNodes should be configured with at least 4 GB heap size to allow for
the increase in iterations and max streams.
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f.

. Go to the HDFS service page.

. Click the Configuration tab.

. Select Scope > DataNode.

. Select Category > Resource Management.

. Set the Java Heap Size of DataNode in Bytes property as recommended.

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

Click Save Changes to commit the changes.

2. Set the DataNode balancing bandwidth:

oo T o

Select Scope > DataNode.

Expand the Category > Performance category.

Configure the DataNode Balancing Bandwidth property to the bandwidth you have on your disks and network.
Click Save Changes to commit the changes.

3. Increase the replication work multiplier per iteration to a larger number (the default is 2, however 10 is
recommended):

a.
b.

Select Scope > NameNode.
Expand the Category > Advanced category.

c. Configure the Replication Work Multiplier Per Iteration property to a value such as 10.

d.

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

Click Save Changes to commit the changes.

4. Increase the replication maximum threads and maximum replication thread hard limits:

a.
b.

Select Scope > NameNode.
Expand the Category > Advanced category.

c. Configure the Maximum number of replication threads on a DataNode and Hard limit on the number of

d.

replication threads on a DataNode properties to 50 and 100 respectively.

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

Click Save Changes to commit the changes.

5. Restart the HDFS service.

Tuning HBase Prior to Decommissioning DataNodes

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

To increase the speed of a rolling restart of the HBase service, set the Region Mover Threads property to a higher
value. This increases the number of regions that can be moved in parallel, but places additional strain on the HMaster.
In most cases, Region Mover Threads should be set to 5 or lower.

Recommissioning Hosts

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

Only hosts that are decommissioned using Cloudera Manager can be recommissioned.



1. Click the Hosts tab.

2. Select one or more hosts to recommission.

3. Select Actions for Selected > Recommission and Confirm. A Recommission Command pop-up displays that shows
each step or recommission command as it is run. When the process is complete, a + is added in front of
Recommission Command. The host and roles are marked as commissioned, but the roles themselves are not
restarted.

Restarting All The Roles on a Host

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)
1. Click the Hosts tab.
2. Select one or more hosts on which to start all roles.
3. Select Actions for Selected > Start Roles on Hosts.

Deleting Hosts

Minimum Required Role: Full Administrator

You can remove a host from a cluster in two ways:

¢ Delete the host entirely from Cloudera Manager.
e Remove a host from a cluster, but leave it available to other clusters managed by Cloudera Manager.

Both methods decommission the hosts, delete roles, and remove managed service software, but preserve data
directories.

Deleting a Host from Cloudera Manager

1. In the Cloudera Manager Admin Console, click the Hosts tab.

2. Select the hosts to delete.

3. Select Actions for Selected > Decommission.

4. Stop the Agent on the host. For instructions, see Starting, Stopping, and Restarting Cloudera Manager Agents on
page 5009.

5. In the Cloudera Manager Admin Console, click the Hosts tab.
6. Reselect the hosts you selected in step 2.

7. Select Actions for Selected > Delete.

Removing a Host From a Cluster

This procedure leaves the host managed by Cloudera Manager and preserves the Cloudera Management Service roles
(such as the Events Server, Activity Monitor, and so on).

1. In the Cloudera Manager Admin Console, click the Hosts tab.

2. Select the hosts to delete.

3. Select Actions for Selected > Remove From Cluster. The Remove Hosts From Cluster dialog box displays.

4. Leave the selections to decommission roles and skip removing the Cloudera Management Service roles. Click
Confirm to proceed with removing the selected hosts.

Maintenance Mode
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Maintenance mode allows you to suppress alerts for a host, service, role, or an entire cluster. This can be useful when
you need to take actions in your cluster (make configuration changes and restart various elements) and do not want
to see the alerts that will be generated due to those actions.

Putting an entity into maintenance mode does not prevent events from being logged; it only suppresses the alerts that
those events would otherwise generate. You can see a history of all the events that were recorded for entities during
the period that those entities were in maintenance mode.



Explicit and Effective Maintenance Mode

When you enter maintenance mode on an entity (cluster, service, or host) that has subordinate entities (for example,
the roles for a service) the subordinate entities are also put into maintenance mode. These are considered to be in
effective maintenance mode, as they have inherited the setting from the higher-level entity.

For example:

¢ If you set the HBase service into maintenance mode, then its roles (HBase Master and all RegionServers) are put
into effective maintenance mode.

e If you set a host into maintenance mode, then any roles running on that host are put into effective maintenance
mode.

Entities that have been explicitly put into maintenance mode show the icon {&. Entities that have entered effective
maintenance mode as a result of inheritance from a higher-level entity show the icon

When an entity (role, host or service) is in effective maintenance mode, it can only be removed from maintenance
mode when the higher-level entity exits maintenance mode. For example, if you put a service into maintenance mode,
the roles associated with that service are entered into effective maintenance mode, and remain in effective maintenance
mode until the service exits maintenance mode. You cannot remove them from maintenance mode individually.

Alternatively, an entity that is in effective maintenance mode can be put into explicit maintenance mode. In this case,
the entity remains in maintenance mode even when the higher-level entity exits maintenance mode. For example,
suppose you put a host into maintenance mode, (which puts all the roles on that host into effective maintenance
mode). You then select one of the roles on that host and put it explicitly into maintenance mode. When you have the
host exit maintenance mode, that one role remains in maintenance mode. You need to select it individually and
specifically have it exit maintenance mode.

Viewing Maintenance Mode Status

You can view the status of Maintenance Mode in your cluster by clicking

-

to the right of the cluster name and selecting View Maintenance Mode Status.

Entering Maintenance Mode

You can enable maintenance mode for a cluster, service, role, or host.

Putting a Cluster into Maintenance Mode

1.

-

to the right of the cluster name and select Enter Maintenance Mode.
2. Confirm that you want to do this.

The cluster is put into explicit maintenance mode, as indicated by the £& icon. All services and roles in the cluster are

entered into effective maintenance mode, as indicated by the icon.

Putting a Service into Maintenance Mode

1.

-

to the right of the service name and select Enter Maintenance Mode.
2. Confirm that you want to do this.

The service is put into explicit maintenance mode, as indicated by the £& icon. All roles for the service are entered into

effective maintenance mode, as indicated by the icon.



Putting Roles into Maintenance Mode

1. Go to the service page that includes the role.

2. Go to the Instances tab.

3. Select the role(s) you want to put into maintenance mode.

4, From the Actions for Selected menu, select Enter Maintenance Mode.
5. Confirm that you want to do this.

The roles will be put in explicit maintenance mode. If the roles were already in effective maintenance mode (because
its service or host was put into maintenance mode) the roles will now be in explicit maintenance mode. This means
that they will not exit maintenance mode automatically if their host or service exits maintenance mode; they must be
explicitly removed from maintenance mode.

Putting a Host into Maintenance Mode

1. Go to the Hosts page.

2. Select the host(s) you want to put into maintenance mode.

3. From the Actions for Selected menu, select Enter Maintenance Mode.
4. Confirm that you want to do this.

The confirmation pop-up lists the role instances that will be put into effective maintenance mode when the host goes
into maintenance mode.
Exiting Maintenance Mode

When you exit maintenance mode, the maintenance mode icons are removed and alert notification resumes.

Exiting a Cluster from Maintenance Mode

1.

-

to the right of the cluster name and select Exit Maintenance Mode.
2. Confirm that you want to do this.

Exiting a Service from Maintenance Mode

1.

-

to the right of the service name and select Exit Maintenance Mode.
2. Confirm that you want to do this.

Exiting Roles from Maintenance Mode

1. Go to the services page that includes the role.

. Go to the Instances tab.

. Select the role(s) you want to exit from maintenance mode.

. From the Actions for Selected menu, select Exit Maintenance Mode.
. Confirm that you want to do this.
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Exiting a Host from Maintenance Mode

1. Go to the Hosts page.

2. Select the host(s) you want to put into maintenance mode.

3. From the Actions for Selected menu, select Exit Maintenance Mode.
4. Confirm that you want to do this.

The confirmation pop-up lists the role instances that will be removed from effective maintenance mode when the host
exits maintenance mode.



Managing CDH Using the Command Line

The following sections provide instructions and information on managing core Hadoop.

For installation and upgrade instructions, see the #unique_134 guide, which also contains initial deployment and
configuration instructions for core Hadoop and the CDH components, including:

e Cluster configuration and maintenance:

— Ports Used by Components of CDH 5

— Configuring Network Names

— Deploying CDH 5 on a Cluster

— Starting CDH Services Using the Command Line on page 69
— Stopping CDH Services Using the Command Line on page 74

e Using Apache Avro Data Files with CDH
e Flume configuration
e HBase configuration:

— Configuration Settings for HBase
— HBase Replication on page 481

— HBase Snapshots

e HCatalog configuration
e Impala configuration
e Hive configuration:

— Configuring the Hive Metastore
— Configuring HiveServer2
— Configuring the Metastore to Use HDFS High Availability

e HttpFS configuration
¢ Hue: Configuring CDH Components for Hue
¢ Oozie configuration:

— Configuring Oozie

e Parquet: Using Apache Parquet Data Files with CDH
* Snappy: Snappy Compression
e Spark configuration:

— Managing Spark Standalone Using the Command Line on page 255
— Running Spark Applications

e Sgoop configuration:

— Setting HADOOP_MAPRED_HOME for Sqoop
— Configuring Sqoop 2

e ZooKeeper: Maintaining a ZooKeeper Server

Starting CDH Services Using the Command Line

You need to start and stop services in the right order to make sure everything starts or stops cleanly.

E,i Note: The Oracle JDK is required for all Hadoop components.

START services in this order:
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1 ZooKeeper Cloudera recommends Installing the ZooKeeper
starting ZooKeeper before |Server Package and Starting
starting HDFS; this is a ZooKeeper on a Single
requirement in a Server; Installing ZooKeeper
high-availability (HA) in a Production
deployment. In any case, Environment; Deploying
always start ZooKeeper HDFS High Availability on
before HBase. page 369; Configuring High

Availability for the
JobTracker (MRv1)
2 HDFS Start HDFS before all other | Deploying HDFS on a

services except ZooKeeper. | Cluster; HDFS High

If you are using HA, see the | Availability on page 356
CDH 5 High Availability
Guide for instructions.

3 HttpFS HttpFS Installation

4a MRv1 Start MapReduce before Deploying MapReduce vl
Hive or Oozie. Do not start | (MRv1) on a Cluster;

MRv1 if YARN is running. Configuring High Availability
for the JobTracker (MRv1)

4b YARN Start YARN before Hive or | Deploying MapReduce v2
Oozie. Do not start YARN if | (YARN) on a Cluster
MRv1 is running.

5 HBase Starting and Stopping HBase
on page 94; Deploying
HBase in a Distributed

Cluster
6 Hive Start the Hive metastore Installing Hive
before starting HiveServer2
and the Hive console.
7 Oozie Starting the Oozie Server
8 Flume 1.x Running Flume
9 Sqoop Sqoop Installation and

Sgoop 2 Installation

10 Hue Hue Installation

Configuring init to Start Hadoop System Services

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.
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i ni t (8) starts some daemons when the system is booted. Depending on the distribution, i ni t executes scripts from
eitherthe/ et c/init. ddirectoryorthe/ et c/rc2. ddirectory. The CDH packages link the filesini nit. dandrc2. d
so that modifying one set of files automatically updates the other.

To start system services at boot time and on restarts, enable their i ni t scripts on the systems on which the services
will run, using the appropriate tool:

e chkconfi gisincludedinthe RHEL and CentOS distributions. Debian and Ubuntu users caninstall the chkconf i g
package.

e updat e-rc. disincluded in the Debian and Ubuntu distributions.

Configuring init to Start Core Hadoop System Services in an MRv1 Cluster

o Important:

Cloudera does not support running MRv1 and YARN daemons on the same nodes at the same time;
it will degrade performance and may result in an unstable cluster deployment.

The chkconf i g commands to use are:
$ sudo chkconfi g hadoop- hdf s- namrenode on

The update-rc.d commands to use on Ubuntu and Debian systems are:

Where Command

On the NameNode $ sudo updat e-rc. d hadoop- hdf s- namenode

defaults

On the JobTracker $ sudo update-rc.d

hadoop- 0. 20- mapr educe-j obt r acker
defaul ts

On the Secondary NameNode (if used) $ sudo update-rc. d

hadoop- hdf s- secondar ynanenode defaul ts

On each TaskTracker $ sudo update-rc.d

hadoop- 0. 20- mapr educe-t askt r acker
defaul ts

On each DataNode $ sudo updat e-rc. d hadoop- hdf s- dat anode

defaults

Configuring init to Start Core Hadoop System Services in a YARN Cluster

o Important:

Do not run MRv1 and YARN on the same set of nodes at the same time. This is not recommended; it
degrades your performance and may result in an unstable MapReduce cluster deployment.

The chkconf i g commands to use are:
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On the NameNode

$ sudo chkconfi g hadoop- hdf s- nanenode
on

On the ResourceManager

$ sudo chkconfig
hadoop- yar n-resour cenanager on

On the Secondary NameNode (if used)

$ sudo chkconfig
hadoop- hdf s- secondar ynanmenode on

On each NodeManager

$ sudo chkconfig
hadoop- yar n- nodemanager on

On each DataNode

$ sudo chkconfi g hadoop- hdf s- dat anode
on

On the MapReduce JobHistory node

$ sudo chkconfig
hadoop- mapr educe- hi st oryserver on

The update-rc.d commands to use on Ubuntu and Debian systems are:

On the NameNode

$ sudo updat e-rc. d hadoop- hdf s- namenode
defaults

On the ResourceManager

$ sudo update-rc.d
hadoop-yar n-resour cemanager defaults

On the Secondary NameNode (if used)

$ sudo update-rc.d
hadoop- hdf s- secondar ynanenode defaul ts

On each NodeManager

$ sudo update-rc.d
hadoop- yar n- nodemanager defaults

On each DataNode

$ sudo updat e-rc. d hadoop- hdf s- dat anode
defaults

On the MapReduce JobHistory node

$ sudo update-rc.d
hadoop- mapr educe- hi storyserver defaults

Configuring init to Start Non-core Hadoop System Services

Non-core Hadoop daemons can also be configured to start ati ni t time using the chkconfi g orupdate-rc.d

command.

The chkconf i g commands are:
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,,,,,,,,,,,,,,,,,,,,,,,,,,,

Hue Hue server i $ sudo chkconfig hue on
L e o e e
Oozie Oozie server i $ sudo chkconfig oozie
: on
HBase HBase master | e

$ sudo chkconfig
hbase- nast er on

,,,,,,,,,,,,,,,,,,,,,,,,,,,

$ sudo chkconfig
hbase-regi onserver on

,,,,,,,,,,,,,,,,,,,,,,,,,,,

On each HBase RegionServer

,,,,,,,,,,,,,,,,,,,,,,,,,,,

Hive Metastore Hive Metastore server i $ sudo chkconfig
! hi ve-metastore on
HiveServer2 HiveServer2 $ sudo chkconfig hive-server2
on
Zookeeper Zookeeper server i $ sudo chkconfig
! zookeeper - server on
HttpFS HttpFSserver |

sudo chkconfig
adoop-httpfs on

,,,,,,,,,,,,,,,,,,,,,,,,,,,

=

The updat e- r c. d commands to use on Ubuntu and Debian systems are:

Hue Hue server i $ sudo update-rc.d hue
defaults

Oozie Oozie server i $ sudo update-rc.d oozie
~ defaults

HBase HBase master | o 0 date-rc.d

$ sudo update-rc.d
hbase- mast er defaults

,,,,,,,,,,,,,,,,,,,,,,,,,,,

$ sudo update-rc.d

HBase RegionServer l
|
. hbase-regi onserver
I
|
|

defaul ts
Hive Metastore Hive Metastore server i $ sudo update-rc.d
! hi ve-netastore defaults
HiveServer2 HiveServer2 $ sudo update-rc.d

hi ve-server2 defaults
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$ sudo update-rc.d
hadoop-httpfs defaults

Zookeeper Zookeeper server $ sudo update-rc.d
zookeeper - server .
defaul ts !

|

HttpFS HttpFS server I

|

Starting and Stopping HBase Using the Command Line

When starting and stopping CDH services, order is important. See Starting CDH Services Using the Command Line on
page 69 and Stopping CDH Services Using the Command Line on page 74 for details. If you use Cloudera Manager,
follow these instructions instead.

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use an earlier version of CDH, see the
documentation for that version located at Cloudera Documentation.

Starting HBase
When starting HBase, it is important to start the HMaster, followed by the RegionServers, then the Thrift server.

1. To start a HBase cluster using the command line, start the HBase Master by using the sudo hbase- mast er
st art command on RHEL or SuSE, or the sudo hadoop- hbase-regi onserver start command on Ubuntu
or Debian. The HMaster starts the RegionServers automatically.

2. To start a RegionServer manually, use the sudo hbase-regi onserver start command on RHEL or SuSE, or
the sudo hadoop- hbase-regi onserver start command on Ubuntu or Debian.

3. To start the Thrift server, use the hbase-t hri ft start on RHEL or SuSE, or the hadoop- hbase-t hri ft
st art on Ubuntu or Debian.

Stopping HBase

When stopping HBase, it is important to stop the Thrift server, followed by each RegionServer, followed by any backup
HMasters, and finally the main HMaster.

1. Shutdown the Thrift server by using the hbase-t hri ft st op command on the Thrift server host.sudo servi ce
hbase-thrift stop

2. Shut down each RegionServer by using the hadoop- hbase- r egi onser ver st op command on the RegionServer
host.

sudo servi ce hadoop- hbase-regi onserver stop

3. Shut down backup HMasters, followed by the main HMaster, by using the hbase- mast er st op command.

sudo service hbase-naster stop

Stopping CDH Services Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.
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To shut down all Hadoop Common system services (HDFS, YARN, MRv1), run the following on each host in the cluster:
$ for x in “cd /etc/init.d ; |Is hadoop-*" ; do sudo service $x stop ; done

To verify that no Hadoop processes are running, run the following command on each host in the cluster:

# ps -aef | grep java

To stop system services individually, use the instructions in the table below.

o Important: Stop services in the order listed in the table. (You can start services in the reverse order.)
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Order |Service Comments Instructions
1 Hue sudo service hue stop !
|
2 Impala sudo service inpal a-server stop !
sudo service inpal a-catal og stop
sudo service inpal a-state-store stop
3 Oorzie sudo service oozie stop
4 Hive Exit the Hive console and

i 1 sudo service hiveserver2 stop
ensure no Hive scripts are

running. Stop the Hive
server, HCatalog, and
metastore daemon on each

sudo service hive-webhcat-server stop
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then stop the TaskTracker

client. sudo service hive-netastore stop
5 Flume 1.x There is no Flume master. sudo service flume-ng-agent stop
6 Sqoop 1 sudo service sqgoop-netastore stop
6 3qoop 2 sudo service sgoop2-server stop
7 Lily HBase Indexer sudo service hbase-sol r-indexer stop
(Solr/HBase
Indexer)
10 Spark sudo service spark-worker stop
sudo service spark-history-server stop
sudo service spark-nmaster stop
8 Sentry Onlylprese.nt on a secure sudo service sentry-store stop
configuration.
9 Solr Search sudo service solr-server stop
10 HBase St.op the Thrift server and sudo service hbase-thrift stop
clients, followed by
RegionServers and finally ) .
the Master. sudo service hbase-rest stop !
|
sudo service hbase-regi onserver stop |
!
sudo service hbase-nmaster stop !
|
11 MapReduce v1 Stop the JobTracker service, | For MRv1 HA setup:



Order |Service Comments Instructions
:se'rvice o.n all nodes where sudo servi ce
it is running. hadoop- 0. 20- mapr educe-j obt racker ha stop |
For Non-HA setup: ‘
sudo service I
hadoop- 0. 20- mapr educe-j obtracker stop |
For all types of MRv1 setups: ‘
sudo service I
hadoop- 0. 20- mapr educe-t asktracker stop |
i
|
12 YARN Stop the JobHistory server, $ sudo service :
followed by the hadoop- mapr educe- hi storyserver stop |
ResourceManager and each {
of the NodeManagers. $ sudo service :
hadoop- yar n-resour cenanager stop :
|
$ sudo servi ce hadoop-yar n- nodenanager |
st op !
|
13 HDFS Stop HttpES and the NFS sudo service hadoop-httpfs stop !
Gateway (if present).
Stop the Secondary sudo service hadoop- hdfs-nfs3 stop !
NameNode, then the
primary NameNode, ) :
sudo service .
followed by Journal nodes hadoop- hdf s- secondar ynamenode st op :
(if present) and then each of |
DataNodes. sudo servi ce hadoop- hdf s- nanenode stop |
|
sudo servi ce hadoop- hdf s-j our nal node |
stop !
|
sudo servi ce hadoop- hdf s- dat anode stop |
|
14 KMS (Key Only pr(.eser?t if HDFS at rest sudo service hadoop- knms-server stop !
Management encryption is enabled
Server)
|
15 ZooKeeper sudo service zookeeper-server stop !

Migrating Data between Clusters Using distcp

You can migrate the data from any Hadoop cluster to a CDH 5 cluster by using a tool that copies out data in parallel,

such as the DistCp tool offered in CDH 5. The following sections provide information and instructions:

Copying Cluster Data Using DistCp
The Distcp Command

The distributed copy command, di st cp, is a general utility for copying large data sets between distributed filesystems

within and across clusters. The di st cp command submits a regular MapReduce job that performs a file-by-file copy.
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To see the di st cp command options, run the built-in help:

$ hadoop distcp

o Important:

e Do not run di st cp as the hdf s user which is blacklisted for MapReduce jobs by default.
¢ Do not use Hadoop shell commands (such as cp, copyf rom ocal , put, get ) for large copying
jobs or you may experience 1/0 bottlenecks.

Distcp Syntax and Examples

You can use di st cp to copy files between compatible clusters in either direction, from or to the source or destination
clusters.

For example, when upgrading, say from a CDH 5.7 cluster to a CDH 5.9, you should run di st cp from the CDH 5.13

cluster in this manner:

$ hadoop distcp hftp://cdh57- namenode: 50070/ hdfs:// CDH59- nanmeser vi ce/
$ hadoop distcp s3a://bucket/ hdfs://CDH59- naneservi ce/

You can also use a specific path, such as / hbase to move HBase data, for example:

$ hadoop distcp hftp://cdh57-namenode: 50070/ hbase hdfs:// CDH59- nanmeser vi ce/ hbase
$ hadoop distcp s3a://bucket/file hdfs://CDH59- nameservi ce/ bucket/file

HFTP Protocol

The HFTP protocol allows you to use FTP resources in an HTTP request. When copying with di st cp across different
versions of CDH, use hf t p: / / for the source file system and hdf s: / / for the destination file system, and run di st cp
from the destination cluster. The default port for HFTP is 50070 and the default port for HDFS is 8020.

Example of a source URI: hf t p: / / nanenode- | ocat i on: 50070/ basePat h

e hftp:// isthe source protocol.
e nanenode- | ocati onisthe CDH 4 (source) NameNode hostname as defined by its configured f s. def aul t . nane.
e 50070 is the NameNode's HTTP server port, as defined by the configured df s. ht t p. addr ess.

Example of a destination URI: hdf s: / / nameser vi ce- i d/ basePat h or hdf s: / / nanenode- | ocat i on

e hdfs:// isthe destination protocol

e naneservi ce-i d or nanmenode- | ocat i on is the CDH 5 (destination) NameNode hostname as defined by its
configured f s. def aul t FS.

e basePat h in both examples refers to the directory you want to copy, if one is specifically needed.

o Important:

e HFTP is a read-only protocol and can only be used for the source cluster, not the destination.
e HFTP cannot be used when copying with di st cp from an insecure cluster to a secure cluster.

Using DistCp with Amazon S3

You can copy HDFS files to and from an Amazon S3 instance. You must provision an S3 bucket using Amazon Web
Services and obtain the access key and secret key. You can pass these credentials on the di st cp command line, or
you can reference a credential store to "hide" sensitive credentials so that they do not appear in the console output,
configuration files, or log files.

Amazon S3 block and native filesystems are supported with the s3a: // protocol.

Example of an Amazon S3 Block Filesystem URI: s3a: / / bucket _nane/ path/to/file


http://hadoop.apache.org/docs/current/hadoop-project-dist/hadoop-common/FileSystemShell.html

S3 credentials can be provided in a configuration file (for example, core-site.xml):

<property>
<name>f s. s3a. access. key</ nane>
<val ue>. .. </val ue>

</ property>

<property>
<name>f s. s3a. secr et . key</ nane>
<val ue>. .. </val ue>

</ property>

or run on the command line as follows:
hadoop distcp -Dfs.s3a. access. key=... -Dfs.s3a.secret.key=... s3a://
For example:

hadoop di stcp -Dfs. s3a. access. key=nyAccessKey -Dfs. s3a. secret. key=nySecr et Key
hdf s: //user/ hdf s/ nydata s3a:// myBucket/ nydat a_backup

o Important: Entering secrets on the command line is inherently insecure. These secrets may be accessed
in log files and other artifacts. Cloudera recommends that you use a credential provider to store
secrets. See Using a Credential Provider to Secure S3 Credentials on page 79.

Using a Credential Provider to Secure S3 Credentials

You can run the di st cp command without having to enter the access key and secret key on the command line. This
prevents these credentials from being exposed in console output, log files, configuration files, and other artifacts.
Running the command in this way requires that you provision a credential store to securely store the access key and
secret key.

To provision credentials in a credential store:

1. Provision the credentials by running the following commands:

hadoop credential create fs.s3a.access. key -val ue access_key -provider
path_to credential store file
hadoop credential create fs.s3a.secret.key -value secret_key -provider
path_to credential _store file

Enter the value for the - pr ovi der option using the following syntax:
provider_type://file/path_to_credential _store_file

provider_type can be one of the following:

e j ceks —retrieves credentials from a JavaKeyst or ePr ovi der . Use when the credential provider is located
in HDFS and requires access from multiple hosts.

e | ocal j ceks —retrieves credentials from a Local JavaKeyst or ePr ovi der . Use when the credential
provider is located on the local filesystem and access is only required from this single host. Cloudera
recommends | ocal j ceks.

For example:

hadoop credential create fs.s3a.access. key -val ue foobar -provider
I ocal j ceks://filelhone/keystores/aws. | ceks
hadoop credential create fs.s3a.secret.key -value barfoo -provider
I ocal j ceks://filelhone/keystores/aws.jceks

For more details on the hadoop credenti al command, see Credential Management (Apache Software

Foundation).

2. Copy the contents of the / et ¢/ hadoop/ conf directory to a working directory.
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3. Add the following to the cor e- si t e. xni file in the working directory:

<property>

<nane>hadoop. security. credenti al . provi der. pat h</ name>

<val ue>provi der_type://path_to_credential __store_file</val ue>
</ property>

4. Set the HADOOP_CONF_DI Renvironment variable to the location of the working directory:

export HADOOP_CONF_DI R=pat h_t o_wor ki ng_directory

After completing these steps, you can run the di st cp command using the following syntax:
hadoop distcp hdfs://source_path s3a://destination_path

You can also reference the credential store on the command line, without having to enter it in a copy of the
core-site.xnl file. You also do not need to set a value for HADOOP_CONF_DI R. Use the following syntax:

hadoop distcp hdfs://source_path s3a://bucket _name/ destinati on_path
-D hadoop. security.credential . provider.path=path _to _credential _store file

There are additional options for the di st cp command. See DistCp Guide (Apache Software Foundation).

Examples of DistCP Commands Using the S3 Protocol and Hidden Credentials

Copying files to Amazon S3

hadoop di stcp hdfs://user/hdfs/nydata s3a:// myBucket/ nydata_backup
Copying files from Amazon S3

hadoop di stcp s3a:// nyBucket/ nmydata_backup hdfs://user/hdfs/nydata

Copying files to Amazon S3 using the - f i | t er s option to exclude specified source files

You specify a file name with the - fi | t er s option. The referenced file contains regular expressions, one per line,
that define file name patterns to exclude from the di st cp job. The pattern specified in the regular expression
should match the fully-qualified path of the intended files, including the scheme (hdf s, webhdf s, s3a, etc.). For
example, the following are valid expressions for excluding files:

hdfs://x.y.z:8020/albl/c
webhdfs://x.y.z:50070/ al b/ c
s3a://bucket/alb/c

Reference the file containing the filter expressions using - fi | t er s option. For example:

hadoop distcp -filters /user/joe/nyFilters hdfs://user/hdfs/nydata
s3a: // myBucket/ nydat a_backup

Contents of the sample nyFi | t er s file:

.*foo.*

.*/bar/.*
hdfs://x.y.z:8020/tnp/.*
hdfs://x.y.z:8020/tnpl/filel

The regular expressions in the nyFi | t er s exclude the following files:

e . *fo0o0.* —excludes paths that contain the string "f 0o".

e . */bar/.* —excludes paths that include a directory named bar .

e hdfs://x.y.z:8020/tnp/.* —excludes all files in the / t np directory.
e hdfs://x.y.z:8020/tnpl/fil el—excludesthefile/tnpl/filel.
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Managing CDH and Managed Services
Copying files to Amazon S3 with the - over wr i t e option.
The - over wri t e option overwrites destination files that already exist.
hadoop distcp -overwite hdfs://user/hdfs/nydata s3a://user/nydata_backup

For more information aboutthe-filters,-overwite,andotheroptions, see DIstCp Guide: Command Line Options
(Apache Software Foundation).

Enabling Fallback Configuration

To enable the fallback configuration, for copying between secure and insecure clusters, add the following to the HDFS
configuration file, cor e- def aul t . xml , by using an advanced configuration snippet if you use Cloudera Manager, or
editing the file directly otherwise.

<property>
<name>i pc. cl i ent. fal | back-to-si npl e-aut h-al | owed</ name>
<val ue>t rue</ val ue>

</ property>

Protocol Support for Distcp

The following table lists the protocols supported with the di st cp command on different versions of CDH. "Secure"
means that the cluster is configured to use Kerberos.

Note: Copying between a secure cluster and an insecure cluster is only supported with CDH 5.1.3

Eli and higher (CDH 5.1.3+) in accordance with HDFS-6776.

CDH 4 CDH 4 Destination | hftp Secure hdfs or Secure
webhdfs
CDH 4 CDH 4 Source or hdfs or Secure hdfs or Secure
Destination |webhdfs webhdfs
CDH 4 CDH 4 Source or hdfs or Insecure hdfs or Insecure
Destination |webhdfs webhdfs
CDH 4 CDH 4 Destination | hftp Insecure hdfs or Insecure
webhdfs
CDH 4 CDH5 Destination |webhdfs or |Secure webhdfs or |Secure
hftp hdfs
CDH 4 CDH 5.1.3+ | Destination |webhdfs Insecure webhdfs Secure Yes
CDH 4 CDHS5 Destination |webhdfs or |Insecure webhdfs or | Insecure
hftp hdfs
CDH 4 CDHS5 Source hdfs or Insecure webhdfs Insecure
webhdfs
CDH 5 CDH 4 Source or webhdfs Secure webhdfs Secure
Destination
CDH 5 CDH 4 Source hdfs Secure webhdfs Secure
CDH5.1.3+ |[CDH4 Source hdfs or Secure webhdfs Insecure Yes
webhdfs
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Source Destination | Where to Source Source Destination |Destination | Fallback
Issue distcp | Protocol Config Protocol Config Config
Command Required
CDH 5 CDH 4 Source or webhdfs Insecure webhdfs Insecure
Destination
CDH 5 CDH 4 Destination | webhdfs Insecure hdfs Insecure
CDH 5 CDH 4 Source hdfs Insecure webhdfs Insecure
CDH5 CDH 4 Destination | hftp Insecure hdfs or Insecure
webhdfs
CDH 5 CDH5 Source or hdfs or Secure hdfs or Secure
Destination | webhdfs webhdfs
CDH 5 CDH 5 Destination | hftp Secure hdfs or Secure
webhdfs
CDH5.1.3+ |[CDH5S Source hdfs or Secure hdfs or Insecure Yes
webhdfs webhdfs
CDH 5 CDH 5.1.3+ |Destination | hdfsor Insecure hdfs or Secure Yes
webhdfs webhdfs
CDH 5 CDH5 Source or hdfs or Insecure hdfs or Insecure
Destination |webhdfs webhdfs
CDH5 CDH 5 Destination | hftp Insecure hdfs or Insecure
webhdfs

Distcp between Secure Clusters in Distinct Kerberos Realms

This section explains how to copy data between two secure clusters in distinct Kerberos realms.

that are in different realms. For information about supported JDK versions, see Supported JDK Versions.

E’; Note: JDK version 1.7.x is required on both clusters when copying data between Kerberized clusters

Specify the Destination Parameters in kr b5. conf

Edit the kr b5. conf file on the client (where the di st cp job will be submitted) to include the destination hostname
and realm.

[ real ms]

HADOOP. QA. domai n. COM = { kdc = kdc. domai n. com 88 adni n_server = adm n.test.com 749
defaul t _domai n = donai n. com support ed_enctypes = arcfour-hmac: normal des-cbc-crc: nornal
des-cbc- nd5: normal des: normal des:v4 des: noreal mdes:onlyreal mdes:afs3 }

[ domai n_real m

. domai n. com = HADQOOP. t est . donmai n. COM
domai n. com = HADOOP. t est . donmai n. COM

t est 03. domai n. com = HADOOP. QA. donai n. COM

Configure HDFS RPC Protection and Acceptable Kerberos Principal Patterns

Setthe hadoop. r pc. prot ect i on propertytoaut hent i cat i oninboth clusters. You can modify this property either
in hdf s- si te. xm , or using Cloudera Manager as follows:

1. Open the Cloudera Manager Admin Console.
2. Go to the HDFS service.

3. Click the Configuration tab.

4. Select Scope > HDFS-1 (Service-Wide)



5. Select Category > Security.
6. Locate the Hadoop RPC Protection property and select aut hent i cati on.
7. Click Save Changes to commit the changes.

The following steps are not required if the two realms are already set up to trust each other, or have the same principal
pattern. However, this isn't usually the case.

Set the df s. namenode. ker ber os. pri nci pal . pat t er n property to * to allow distcp irrespective of the principal
patterns of the source and destination clusters. You can modify this property either in hdf s- si t e. xm on both
clusters, or using Cloudera Manager as follows:

1. Open the Cloudera Manager Admin Console.

. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > Gateway

. Select Category > Advanced.

. Edit the HDFS Client Advanced Configuration Snippet (Safety Valve) for hdfs-site.xml property to add:
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<property>
<nane>df s. nanmenode. ker ber os. pri nci pal . patt er n</ nane>
<val ue>*</val ue>

</ property>

7. Click Save Changes to commit the changes.
(If TLS/SSL is enabled) Specify Truststore Properties

The following properties must be configured in the ssl - cl i ent . xni file on the client submitting the distcp job to
establish trust between the target and destination clusters.

<property>
<nane>ssl|.client.truststore.location</ nane>
<val ue>path_t o_truststore</val ue>

</ property>

<property>
<nane>ssl.client.truststore. password</ nane>

<val ue>XXXXXX</ val ue>

</ property>

<property>
<nane>ssl.client.truststore.type</nanme>

<val ue>j ks</ val ue>
</ property>

Set HADOOP_CONF to the Destination Cluster

Set the HADOOP_CONF path to be the destination environment. If you are not using HFTP, set the HADOOP_CONF path
to the source environment instead.

Launch Distcp

Ki ni t on the client and launch the di st cp job.

hadoop di stcp hdfs://test01l. domai n. com 8020/ user/alice
hdf s://test02. domai n. com 8020/ user/alice

If launching di st cp fails, force Kerberos to use TCP instead of UDP by adding the following parameter to the kr b5. conf
file on the client.

[1'i bdefaul ts]
udp_preference_linmt =1



Copying Data between a Secure and an Insecure Cluster using DistCp and WebHDFS

You can use DistCp and WebHDFS to copy data between a secure cluster and an insecure cluster. Note that when doing
this, the di st cp commands should be run from the secure cluster. by doing the following:

1. On the secure cluster, seti pc. cli ent. fal | back-t o-si npl e-aut h- al | owed to true in core-site.xml:

<property>
<nane>i pc. client. fall back-to-sinpl e-aut h-al | owed</ nane>
<val ue>t rue</ val ue>

</ property>

2. On the insecure cluster, add the secured cluster's realm name to the insecure cluster's configuration:

a. In the Cloudera Manager Admin Console for the insecure cluster, navigate to Clusters > <HDFS cluster>.
b. On the Configuration tab, search for Trusted Kerberos Realms and add the secured cluster's realm name.

Note that his does not require Kerberos to be enabled but is a necessary step to allow the simple auth fallback
to happen in the hdf s: // protocol.

c. Save the change.

3. Use commands such as the following from the secure cluster side only:

di stcp webhdfs://insecureCd uster webhdfs://secureC uster
di stcp webhdfs://secureC uster webhdfs://insecureC uster

Post-migration Verification

After migrating data between the two clusters, it is a good idea to use hadoop fs -1s /basePat h to verify the
permissions, ownership and other aspects of your files, and correct any problems before using the files in your new
cluster.

Managing Individual Services

The following sections cover the configuration and management of individual CDH and other services that have specific
and unique requirements or options.

Managing Flume

The Flume packages are installed by the Installation wizard, but the service is not created. This page documents how
to add, configure, and start the Flume service.

Adding a Flume Service
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. On the Home > Status tab, click

-

to the right of the cluster name and select Add a Service. A list of service types display. You can add one type of
service at a time.

2. Select the Flume service and click Continue.

3. Select the services on which the new service should depend. All services must depend on the same ZooKeeper
service. Click Continue.

4. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. You can reassign role instances if necessary.



Click a field below a role to display a dialog box containing a list of hosts. If you click a field containing multiple
hosts, you can also select All Hosts to assign the role to all hosts, or Custom to display the pageable hosts dialog
box.

The following shortcuts for specifying hostname patterns are supported:

e Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com host1l.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
e Rack name

Click the View By Host button for an overview of the role assignment by hostname ranges.

Configuring the Flume Agents
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

After you create a Flume service, you must first configure the agents before you start them. For detailed information
about Flume agent configuration, see the Flume User Guide.

The default Flume agent configuration provided in the Configuration File property of the Agent default role group is
a configuration for a single agent in a single tier; you should replace this with your own configuration. When you add
new agent roles, they are placed (initially) in the Agent default role group.

Agents that share the same configuration should be members of the same agent role group. You can create new role
groups and can move agents between them. If your Flume configuration has multiple tiers, you must create an agent
role group for each tier, and move each agent to be a member of the appropriate role group for their tier.

A Flume agent role group Configuration File property can contain the configuration for multiple agents, since each
configuration property is prefixed by the agent name. You can set the agents' names using configuration overrides to
change the name of a specific agent without changing its role group membership. Different agents can have the same
name — agent names do not have to be unique.

1. Go to the Flume service.

2. Click the Configuration tab.

3. Select Scope > Agent . Settings you make to the default role group apply to all agent instances unless you associate
those instances with a different role group, or override them for specific agents. See Modifying Configuration
Properties Using Cloudera Manager on page 12.

4. Set the Agent Name property to the name of the agent (or one of the agents) defined in the f | une. conf
configuration file. The agent name can be comprised of letters, numbers, and the underscore character. You can
specify only one agent name here — the name you specify will be used as the default for all Flume agent instances,
unless you override the name for specific agents. You can have multiple agents with the same name — they will
share the configuration specified in on the configuration file.

5. Copy the contents of the f | une. conf file, in its entirety, into the Configuration File property. Unless overridden
for specific agent instances, this property applies to all agents in the group. You can provide multiple agent
configurations in this file and use agent name overrides to specify which configuration to use for each agent.

o Important: The name-value property pairs in the Configuration File property must include an
equal sign (=). For example, ti er 1. channel s. channel 1. capacity = 10000.
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Setting a Flume Agent Name
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

If you have specified multiple agent configurations in a Flume agent role group Configuration File property, you can
set the agent name for an agent that uses a different configuration. Overriding the agent name will point the agent to
the appropriate properties specified in the agent configuration.

1. Go to the Flume service.

. Click the Configuration tab.

. Select Scope > Agent.

. Locate the Agent Name property or search for it by typing its name in the Search box.
. Enter a name for the agent.
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If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

6. Click Save Changes to commit the changes.

Using Flume with HDFS or HBase Sinks

If you want to use Flume with HDFS or HBase sinks, you can add a dependency to that service from the Flume
configuration page. This will automatically add the correct client configurations to the Flume agent's classpath.

E’; Note: If you are using Flume with HBase, make sure that the / et ¢/ zookeeper/ conf/ zoo. cf g file
either does not exist on the host of the Flume agent that is using an HBase sink, or that it contains
the correct ZooKeeper quorum.

Using Flume with Solr Sinks

Cloudera Manager provides a set of configuration settings under the Flume service to configure the Flume Morphline
Solr Sink. See Configuring the Flume Morphline Solr Sink for Use with the Solr Service on page 250 for detailed instructions.

Updating Flume Agent Configurations
Minimum Required Role: Full Administrator

If you modify the Configuration File property after you have started the Flume service, update the configuration across
Flume agents as follows:

1. Go to the Flume service.
2. Select Actions > Update Config.

Using Optimal Message Sizes with Flume

For best performance, Cloudera recommends you configure your applications to send messages smaller than 2 MiB
in size through Flume.

Backing Up Flume Channel Data Directories

A best practice is to periodically back up your Flume data directories. The dat aDi r and checkpoi nt Di r are located
in your Flume home directory: its default locationis/ var /| i b/ f | ume- ng. You can verify the home directory location
in Cloudera Manager by going to the Flume > Configuration tab and searching for the field Flume Home Directory.

To back up Flume data directories:

1. In Cloudera Manager, go to the Flume service.

2. Stop Flume to ensure that no changes are written to the data or checkpoint directories during the backup.
3. Perform a file-level backup of the dat aDi r and checkpoi ntDir.

4. Restart Flume.



For more information on starting and stopping services, see Starting, Stopping, and Restarting Services.

Managing the HBase Service

Managing HBase

Cloudera Manager requires certain additional steps to set up and configure the HBase service.
Creating the HBase Root Directory

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

When adding the HBase service, the Add Service wizard automatically creates a root directory for HBase in HDFS. If
you quit the Add Service wizard or it does not finish, you can create the root directory outside the wizard by doing
these steps:

1. Choose Create Root Directory from the Actions menu in the HBase > Status tab.
2. Click Create Root Directory again to confirm.

Graceful Shutdown
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

A graceful shutdown of an HBase RegionServer allows the regions hosted by that RegionServer to be moved to other
RegionServers before stopping the RegionServer. Cloudera Manager provides the following configuration options to
perform a graceful shutdown of either an HBase RegionServer or the entire service.

To increase the speed of a rolling restart of the HBase service, set the Region Mover Threads property to a higher
value. This increases the number of regions that can be moved in parallel, but places additional strain on the HMaster.
In most cases, Region Mover Threads should be set to 5 or lower.

Gracefully Shutting Down an HBase RegionServer

1. Go to the HBase service.

. Click the Instances tab.

. From the list of Role Instances, select the RegionServer you want to shut down gracefully.
. Select Actions for Selected > Decommission (Graceful Stop).

. Cloudera Manager attempts to gracefully shut down the RegionServer for the interval configured in the Graceful
Shutdown Timeout configuration option, which defaults to 3 minutes. If the graceful shutdown fails, Cloudera
Manager forcibly stops the process by sending a SI GKI LL (ki | | - 9) signal. HBase will perform recovery actions
on regions that were on the forcibly stopped RegionServer.
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6. If you cancel the graceful shutdown before the Graceful Shutdown Timeout expires, you can still manually stop
a RegionServer by selecting Actions for Selected > Stop, which sends a SI GTERM(ki | | - 5) signal.

Gracefully Shutting Down the HBase Service

1. Go to the HBase service.

2. Select Actions > Stop. This tries to perform an HBase Master-driven graceful shutdown for the length of the
configured Graceful Shutdown Timeout (three minutes by default), after which it abruptly shuts down the whole
service.

Configuring the Graceful Shutdown Timeout Property
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

This timeout only affects a graceful shutdown of the entire HBase service, not individual RegionServers. Therefore, if
you have a large cluster with many RegionServers, you should strongly consider increasing the timeout from its default
of 180 seconds.

1. Go to the HBase service.
2. Click the Configuration tab.
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3. Select Scope > HBASE-1 (Service Wide)
4. Use the Search box to search for the Graceful Shutdown Timeout property and edit the value.
5. Click Save Changes to save this setting.

Configuring the HBase Thrift Server Role
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

The Thrift Server role is not added by default when you install HBase, but it is required before you can use certain other
features such as the Hue HBase browser. To add the Thrift Server role:

1. Go to the HBase service.

2. Click the Instances tab.

3. Click the Add Role Instances button.
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. Select the host(s) where you want to add the Thrift Server role (you only need one for Hue) and click Continue.
The Thrift Server role should appear in the instances list for the HBase server.

5. Select the Thrift Server role instance.
6. Select Actions for Selected > Start.

Enabling HBase Indexing
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

HBase indexing is dependent on the Key-Value Store Indexer service. The Key-Value Store Indexer service uses the Lily
HBase Indexer Service to index the stream of records being added to HBase tables. Indexing allows you to query data
stored in HBase with the Solr service.

1. Go to the HBase service.

. Click the Configuration tab.

. Select Scope > HBASE-1 (Service Wide)

. Select Category > Backup.

. Select the Enable Replication and Enable Indexing properties.
6. Click Save Changes.
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Adding a Custom Coprocessor

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

E,i Note: End-user custom HBase coprocessors are not supported.

The HBase coprocessor framework provides a way to extend HBase with custom functionality. To configure these
properties in Cloudera Manager:

1. Select the HBase service.

. Click the Configuration tab.

. Select Scope > All.

. Select Category > All.

. Type HBase Copr ocessor in the Search box.

. You can configure the values of the following properties:
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¢ HBase Coprocessor Abort on Error (Service-Wide)
e HBase Coprocessor Master Classes (Master Default Group)
e HBase Coprocessor Region Classes (RegionServer Default Group)

7. Click Save Changes to commit the changes.
Disabling Loading of Coprocessors

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)



In CDH 5.7 and higher, you can disable loading of system (HBase-wide) or user (table-wide) coprocessors. Cloudera
recommends against disabling loading of system coprocessors, because HBase security functionality is implemented
using system coprocessors. However, disabling loading of user coprocessors may be appropriate.

1. Select the HBase service.

2. Click the Configuration tab.

3. Search for HBase Service Advanced Configuration Snippet (Safety Valve) for hbase-site.xml.
4

. To disable loading of all coprocessors, add a new property with the name hbase. copr ocessor . enabl ed and
set its value to f al se. Cloudera does not recommend this setting.

5. To disable loading of user coprocessors, add a new property with the name hbase. copr ocessor . user. enabl ed
and set its value to f al se.

6. Click Save Changes to commit the changes.
Enabling Hedged Reads on HBase
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Go to the HBase service.

. Click the Configuration tab.

. Select Scope > HBASE-1 (Service-Wide).
. Select Category > Performance.

. Configure the HDFS Hedged Read Threadpool Size and HDFS Hedged Read Delay Threshold properties. The
descriptions for each of these properties on the configuration pages provide more information.

6. Click Save Changes to commit the changes.
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Advanced Configuration for Write-Heavy Workloads

HBase includes several advanced configuration parameters for adjusting the number of threads available to service
flushes and compactions in the presence of write-heavy workloads. Tuning these parameters incorrectly can severely
degrade performance and is not necessary for most HBase clusters. If you use Cloudera Manager, configure these
options using the HBase Service Advanced Configuration Snippet (Safety Valve) for hbase-site.xml.

hbase. hst ore. fl usher. count

The number of threads available to flush writes from memory to disk. Never increase

hbase. hst ore. f | usher. count to more of 50% of the number of disks available to HBase. For example, if you
have 8 solid-state drives (SSDs), hbase. hst ore. f| usher. count should never exceed 4. This allows scanners
and compactions to proceed even in the presence of very high writes.

hbase. regi onserver. t hread. conpacti on. | argeandhbase. r egi onserver. t hr ead. conpacti on. snal |
The number of threads available to handle small and large compactions, respectively. Never increase either of these
options to more than 50% of the number of disks available to HBase.

Ideally, hbase. r egi onser ver .t hread. conpacti on. smal | should be greater than or equal to
hbase. regi onserver. t hread. conpacti on. | ar ge, since the large compaction threads do more intense work
and will be in use longer for a given operation.

In addition to the above, if you use compression on some column families, more CPU will be used when flushing these
column families to disk during flushes or compaction. The impact on CPU usage depends on the size of the flush or the
amount of data to be decompressed and compressed during compactions.

Managing HBase Security

This topic pulls together content also found elsewhere which relates to configuring and using HBase in a secure
environment. For the most part, securing an HBase cluster is a one-way operation, and moving from a secure to an
unsecure configuration should not be attempted without contacting Cloudera support for guidance.

HBase Authentication
To configure HBase security, complete the following tasks:

1. Configure HBase Authentication: You must establish a mechanism for HBase servers and clients to securely identify
themselves with HDFS, ZooKeeper, and each other. This ensures that hosts are who they claim to be.



E,i Note:

¢ To enable HBase to work with Kerberos security, you must perform the installation and
configuration steps in Configuring Hadoop Security in CDH 5 and ZooKeeper Security

Configuration.

e Although an HBase Thrift server can connect to a secured Hadoop cluster, access is not
secured from clients to the HBase Thrift server. To encrypt communication between clients
and the HBase Thrift Server, see Configuring TLS/SSL for HBase Thrift Server.

The following sections describe how to use Apache HBase and CDH 5 with Kerberos security:

e Configuring Kerberos Authentication for HBase
e Configuring Secure HBase Replication
e Configuring the HBase Client TGT Renewal Period

2. Configure HBase Authorization: You must establish rules for the resources that clients are allowed to access. For
more information, see Configuring HBase Authorization.

Using the Hue HBase App

Hue includes an HBase App that allows you to interact with HBase through a Thrift proxy server. Because Hue sits
between the Thrift server and the client, the Thrift server assumes that all HBase operations come from the hue user
and not the client. To ensure that users in Hue are only allowed to perform HBase operations assigned to their own
credentials, and not those of the hue user, you must enable HBase impersonation. For more information about the
how to enable doAs Impersonation for the HBase Browser Application, see Enabling the HBase Browser Application
with doAs Impersonation on page 208.

Configuring HBase Authorization

After you have configured HBase authentication as described in the previous section, you must establish authorization
rules for the resources that a client is allowed to access. HBase currently allows you to establish authorization rules at
the table, column and cell-level. Cell-level authorization is fully supported since CDH 5.2.

Understanding HBase Access Levels

HBase access levels are granted independently of each other and allow for different types of operations at a given
scope.

¢ Read (R) - can read data at the given scope

e Write (W) - can write data at the given scope

e Execute (X) - can execute coprocessor endpoints at the given scope

¢ Create (C) - can create tables or drop tables (even those they did not create) at the given scope

e Admin (A) - can perform cluster operations such as balancing the cluster or assigning regions at the given scope

The possible scopes are:

e Superuser - superusers can perform any operation available in HBase, to any resource. The user who runs HBase
on your cluster is a superuser, as are any principals assigned to the configuration property hbase. super user in
hbase-si te. xm onthe HMaster.

¢ Global - permissions granted at gl obal scope allow the admin to operate on all tables of the cluster.

¢ Namespace - permissions granted at nanespace scope apply to all tables within a given namespace.

e Table - permissions granted att abl e scope apply to data or metadata within a given table.

e ColumnFamily - permissions granted at Col urmFanmi | y scope apply to cells within that ColumnFamily.

e Cell - permissions granted at Cell scope apply to that exact cell coordinate. This allows for policy evolution along
with data. To change an ACL on a specific cell, write an updated cell with new ACL to the precise coordinates of
the original. If you have a multi-versioned schema and want to update ACLs on all visible versions, you'll need to
write new cells for all visible versions. The application has complete control over policy evolution. The exception
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is append and i ncr ement processing. Appends and i ncr enent s can carry an ACL in the operation. If one is
included in the operation, then it will be applied to the result of the append or i ncr enent . Otherwise, the ACL
of the existing cell being appended to or incremented is preserved.

The combination of access levels and scopes creates a matrix of possible access levels that can be granted to a user.

In a production environment, it is useful to think of access levels in terms of what is needed to do a specific job. The
following list describes appropriate access levels for some common types of HBase users. It is important not to grant
more access than is required for a given user to perform their required tasks.

e Superusers - In a production system, only the HBase user should have superuser access. In a development
environment, an administrator may need superuser access in order to quickly control and manage the cluster.
However, this type of administrator should usually be a G obal Admi n rather than a superuser.

¢ Global Admins - A gl obal adni n can perform tasks and access every table in HBase. In a typical production
environment, an admin should not have Read or Wi t e permissions to data within tables.

— Aglobal admin with Admi n permissions can perform cluster-wide operations on the cluster, such as balancing,
assigning or unassigning regions, or calling an explicit major compaction. This is an operations role.

— Aglobal admin with Cr eat e permissions can create or drop any table within HBase. This is more of a DBA-type

role.

In a production environment, it is likely that different users will have only one of Adni n and Cr eat e permissions.

n Warning:

In the current implementation, a d obal Admi n with Adni n permission can grant himself Read
and Wi t e permissions on a table and gain access to that table's data. For this reason, only grant
d obal Adni n permissions to trusted user who actually need them.

Also be aware that a A obal Adni n with Cr eat e permission can perform a Put operation on
the ACL table, simulating a gr ant or r evoke and circumventing the authorization check for

d obal Adni n permissions. This issue (but not the first one) is fixed in CDH 5.3 and higher, as
well as CDH 5.2.1. It is not fixed in CDH 4.x or CDH 5.1.x.

Due to these issues, be cautious with granting Global Admin privileges.

¢ Namespace Admin - a namespace admin with Create permissions can create or drop tables within that namespace,
and take and restore snapshots. A namespace admin with Admin permissions can perform operations such as
splits or major compactions on tables within that namespace. Prior to CDH 5.4, only global admins could create
namespaces. In CDH 5.4, any user with Namespace Create privileges can create namespaces.

¢ Table Admins - A table admin can perform administrative operations only on that table. A table admin with Cr eat e
permissions can create snapshots from that table or restore that table from a snapshot. A table admin with Admi n
permissions can perform operations such as splits or major compactions on that table.

e Users - Users can read or write data, or both. Users can also execute coprocessor endpoints, if given Execut abl e
permissions.

o Important:

If you are using Kerberos principal names when setting ACLs for users, Hadoop uses only the first part
(short) of the Kerberos principal when converting it to the user name. Hence, for the principal
ann/fully.qualified.domai n. name@OUR- REALM COM HBase ACLs should only be set for user
ann.

Table 1: Real-World Example of Access Levels

This table shows some typical job descriptions at a hypothetical company and the permissions they might require in
order to get their jobs done using HBase.



Job Title Scope Permissions Description

Senior Administrator Global Admin, Create Manages the cluster and
gives access to Junior
Administrators.

Junior Administrator Global Create Creates tables and gives
access to Table
Administrators.

Table Administrator Table Admin Maintains a table from an
operations point of view.

Data Analyst Table Read Creates reports from HBase
data.

Web Application Table Read, Write Puts data into HBase and
uses HBase data to perform
operations.

Further Reading

e Access Control Matrix
e Security - Apache HBase Reference Guide

Enable HBase Authorization

HBase authorization is built on top of the Coprocessors framework, specifically AccessCont r ol | er Coprocessor.

E’; Note: Once the Access Controller coprocessor is enabled, any user who uses the HBase shell will be
subject to access control. Access control will also be in effect for native (Java API) client access to
HBase.

Enable HBase Authorization Using Cloudera Manager

1. Go to Clusters and select the HBase cluster.

. Select Configuration.

. Search for HBase Secure Authorization and select it.

. Search for HBase Service Advanced Configuration Snippet (Safety Valve) for hbase-site.xml and enter the following
into it to enable hbase. securi ty. exec. per m ssi on. checks. Without this option, all users will continue to
have access to execute endpoint coprocessors. This option is not enabled when you enable HBase Secure
Authorization for backward compatibility.
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<property>
<nanme>hbase. security. exec. perni ssi on. checks</ nane>
<val ue>t rue</ val ue>

</ property>

5. Optionally, search for and configure HBase Coprocessor Master Classes and HBase Coprocessor Region Classes.

Enable HBase Authorization Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.
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To enable HBase authorization, add the following properties to the hbase- si t e. xml file on every HBase server host
(Master or RegionServer):

<property>
<name>hbase. security. aut hori zati on</ nane>
<val ue>t rue</ val ue>
</ property>
<property>
<nanme>hbase. security. exec. perm ssi on. checks</ name>
<val ue>t rue</ val ue>
</ property>
<property>
<name>hbase. copr ocessor. nast er. cl asses</ nane>
<val ue>or g. apache. hadoop. hbase. security. access. AccessControl | er</val ue>
</ property>
<property>
<name>hbase. copr ocessor. r egi on. cl asses</ nane>

<va ueor g apache. hadoap. hbese. securi ty. t oken. TokenRr ovi der, or g. apeche. hadoop. hbese. securi ty. access. Access@rtrd | er </ va ue>
</ property>

Configure Access Control Lists for Authorization

Now that HBase has the security coprocessor enabled, you can set ACLs using the HBase shell. Start the HBase shell
as usual.

o Important:

The host running the shell must be configured with a keytab file as described in Configuring Kerberos
Authentication for HBase.

The commands that control ACLs take the following form. Group names are prefixed with the @symbol.

hbase> grant <user> <perni ssions> [ @nanespace> [ <table>[ <colum fam |y> <col um
qualifier>] 1 ] 1] # grants perm ssions

hbase> revoke <user> [ @nanespace> [ <table> [ <columm fam|ly> [ <columm qualifier> ]
] 1 # revokes perm ssions

hbase> user _perni ssi on <tabl e>
# di spl ays existing perm ssions

In the above commands, fields encased in <> are variables, and fields in [ ] are optional. The per mi ssi ons variable
must consist of zero or more character from the set "RWCA".

e Rdenotes read permissions, which is required to perform Get, Scan, or Exi st s calls in a given scope.

e \Wdenotes write permissions, which is required to perform Put , Del et e, LockRow, Unl ockRRow,
I ncr ement Col utmVal ue, CheckAndDel et e, CheckAndPut , Fl ush, or Conpact in a given scope.

e Xdenotes execute permissions, which is required to execute coprocessor endpoints.

e Cdenotes create permissions, which is required to perform Cr eat e, Al t er, or Dr op in a given scope.

e Adenotes admin permissions, which is required to perform Enabl e, Di sabl e, Snapshot, Rest or e, Cl one,
Split, Maj or Conpact, Gr ant, Revoke, and Shut down in a given scope.

Access Control List Example Commands

grant 'userl', 'RWC
grant 'user2', 'RW, 'tableA
grant 'user3', 'C, '@my_nanespace'

Be sure to review the information in Understanding HBase Access Levels to understand the implications of the different
access levels.




Configuring the HBase Thrift Server Role
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

The Thrift Server role is not added by default when you install HBase, but it is required before you can use certain other
features such as the Hue HBase browser. To add the Thrift Server role:

1. Go to the HBase service.

2. Click the Instances tab.

3. Click the Add Role Instances button.

4. Select the host(s) where you want to add the Thrift Server role (you only need one for Hue) and click Continue.
The Thrift Server role should appear in the instances list for the HBase server.

5. Select the Thrift Server role instance.

6. Select Actions for Selected > Start.

Other HBase Security Topics

e Using BulklLoad On A Secure Cluster on page 132
e Configuring Secure HBase Replication

Starting and Stopping HBase
Use these instructions to start, stop, restart, rolling restart, or decommission HBase clusters or individual hosts.
Starting or Restarting HBase

You can start HBase hosts individually or as an entire cluster.

Starting or Restarting HBase Using Cloudera Manager

1. Go to the HBase service.

2. Click the Actions button and select Start.

3. To restart a running cluster, click Actions and select Restart or Rolling Restart. A rolling restart, which restarts
each RegionServer, one at a time, after a grace period. To configure the grace period, see Configuring the Graceful
Shutdown Timeout Property on page 87.

4. The Thrift service has no dependencies and can be restarted at any time. To stop or restart the Thrift service:

¢ Go to the HBase service.

e Select Instances.

¢ Select the HBase Thrift Server instance.

e Select Actions for Selected and select either Stop or Restart.

Starting or Restarting HBase Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

If you need the ability to perform a rolling restart, Cloudera recommends managing your cluster with Cloudera Manager.

1. To start a HBase cluster using the command line, start the HBase Master by using the sudo hbase- mast er
start command on RHEL or SuSE, or the sudo hadoop- hbase-r egi onserver start command on Ubuntu
or Debian. The HMaster starts the RegionServers automatically.

2. To start a RegionServer manually, use the sudo hbase-regi onserver start command on RHEL or SuSE, or
thesudo hadoop- hbase-r egi onserver start commandon Ubuntu or Debian. Running multiple RegionServer
processes on the same host is not supported.
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3. The Thrift service has no dependencies and can be restarted at any time. To start the Thrift server, use the
hbase-thrift start on RHEL or SuSE, or the hadoop- hbase-t hrift start on Ubuntu or Debian.

Stopping HBase

You can stop a single HBase host, all hosts of a given type, or all hosts in the cluster.

Stopping HBase Using Cloudera Manager
1. To stop or decommission a single RegionServer:

a. Go to the HBase service.

b. Click the Instances tab.

c. From the list of Role Instances, select the RegionServer or RegionServers you want to stop or decommission.
d. Select Actions for Selected and select either Decommission (Graceful Stop) or Stop.

¢ Graceful Stop causes the regions to be redistributed to other RegionServers, increasing availability during
the RegionServer outage. Cloudera Manager waits for an interval determined by the Graceful Shutdown
timeout interval, which defaults to three minutes. If the graceful stop does not succeed within this

interval, the RegionServer is stopped with a SI GKI LL (ki I | - 9) signal. Recovery will be initiated on
affected regions.
¢ Stop happens immediately and does not redistribute the regions. It issues a S| GTERM(ki | | - 5) signal.

2. To stop or decommission a single HMaster, select the Master and go through the same steps as above.

3. To stop or decommission the entire cluster, select the Actions button at the top of the screen (not Actions for
selected) and select Decommission (Graceful Stop) or Stop.

Stopping HBase Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

e This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

1. Shutdown the Thrift server by using the hbase-t hri ft st op command on the Thrift server host.sudo servi ce
hbase-thrift stop

2. Shut down each RegionServer by using the hadoop- hbase- r egi onser ver st op command onthe RegionServer
host.

sudo servi ce hadoop- hbase-regi onserver stop

3. Shut down backup HMasters, followed by the main HMaster, by using the hbase- mast er st op command.

sudo service hbase-master stop

Accessing HBase by using the HBase Shell

After you have started HBase, you can access the database in an interactive way by using the HBase Shell, which is a
command interpreter for HBase which is written in Ruby. Always run HBase administrative commands such as the
HBase Shell, hbck, or bulk-load commands as the HBase user (typically hbase).

$ hbase shel |

HBase Shell Overview

¢ To get help and to see all available commands, use the hel p command.
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¢ To get help on a specific command, use hel p " command" . For example:

hbase> hel p "create"

e To remove an attribute from a table or column family or reset it to its default value, set its value to ni | . For
example, use the following command to remove the KEEP_DELETED CELLS attribute from the f 1 column of the
users table:

hbase> alter 'users', { NAME => 'f1', KEEP_DELETED CELLS => nil }

¢ To exit the HBase Shell, type qui t .
Setting Virtual Machine Options for HBase Shell

HBase in CDH 5.2 and higher allows you to set variables for the virtual machine running HBase Shell, by using the
HBASE_SHELL_OPTS environment variable. This example sets several options in the virtual machine.

$ HBASE_SHELL_OPTS="-verbose: gc - XX: +Pri nt GCAppl i cat i onSt oppedTi me - XX: +Pri nt GChat eSt anps
- XX: +Print GCDet ai | s - Xl oggc: $HBASE_HOVE/ | ogs/ gc- hbase. | og" ./ bi n/ hbase shel |

Scripting with HBase Shell

CDH 5.2 and higher include non-interactive mode. This mode allows you to use HBase Shell in scripts, and allow the
script to access the exit status of the HBase Shell commands. To invoke non-interactive mode, use the - n or
--non-i nt eracti ve switch. This small example script shows how to use HBase Shell in a Bash script.

#!1/ bi n/ bash
echo 'list' | hbase shell -n
st at us=%$?
if [$status -ne 0]; then
echo "The conmmand may have failed."
fi

Successful HBase Shell commands return an exit status of 0. However, an exit status other than 0 does not necessarily
indicate a failure, but should be interpreted as unknown. For example, a command may succeed, but while waiting for
the response, the client may lose connectivity. In that case, the client has no way to know the outcome of the command.
In the case of a non-zero exit status, your script should check to be sure the command actually failed before taking
further action.

CDH 5.7 and higher include the get _spl i t s command, which returns the split points for a given table:

hbase> get _splits 't2'
Total nunber of splits =5

= ["", "10", "20", "30", "40"]

You can also write Ruby scripts for use with HBase Shell. Example Ruby scripts are included in the
hbase- exanpl es/ src/ mai n/ r uby/ directory.

Using HBase Command-Line Utilities

Besides the HBase Shell, HBase includes several other command-line utilities, which are available in the hbase/ bi n/
directory of each HBase host. This topic provides basic usage instructions for the most commonly used utilities.

Per f or manceEval uati on

The Per f or manceEval uat i on utility allows you to run several preconfigured tests on your cluster and reports its
performance. To run the Per f or manceEval uat i on tool in CDH 5.1 and higher, use the bi n/ hbase pe command.
In CDH 5.0 and lower, use the command bi n/ hbase or g. apache. hadoop. hbase. Per f or mranceEval uati on.



For usage instructions, run the command with no arguments. The following output shows the usage instructions for
the Per f or manceEval uat i on tool in CDH 5.7. Options and commands available depend on the CDH version.

$ hbase pe
Usage: java org. apache. hadoop. hbase. Perf or manceEval uati on \
<OPTI ONS> [ - D<property=val ue>] * <conmand> <ncl i ent s>

Opti ons:

nomapr ed Run rmultiple clients using threads (rather than use napreduce)

rows Rows each client runs. Default: One nmillion

si ze Total size in GB. Miutually exclusive with --rows. Default: 1.0.

sanpl eRat e Execute test on a sanple of total rows. Only supported by randonRead.
Default: 1.0

traceRate Enabl e HTrace spans. Initiate tracing every Nrows. Default: O

table Alternate table name. Default: 'TestTable'

mul ti Get If >0, when doi ng RandonRead, performnultiple gets instead of single
gets.
Default: O

conpr ess Conpression type to use (&, LZO .). Default: 'NONE

flushCommits Used to determne if the test should flush the table. Default: false

wr it eTOWAL Set witeToWAL on puts. Default: True

aut oFl ush Set autoFl ush on htable. Default: False

oneCon all the threads share the same connection. Default: False

presplit Create presplit table. Recommended for accurate perf analysis (see
gui de). Default: disabled

i nmenory Tries to keep the HFiles of the CF inmenory as far as possible. Not
guaranteed that reads are al ways served from nmenory Default: false

uset ags Wites tags along with Kvs. Use with HFile V3. Default: false

nunof t ags Specify the no of tags that would be needed. This works only if usetags
is true.

filterAll Hel ps to filter out all the rows on the server side there by not returning
anything back to the client. Helps to check the server side perfornmance.
Uses FilterAllFilter internally.

| at ency Set to report operation |latencies. Default: False

bl oonFi |l ter Bloomfilter type, one of [ NONE, RON ROACOL]

val ueSi ze Pass val ue size to use: Default: 1024

val ueRandom Set if we should vary value size between 0 and 'val ueSize'; set on read
for stats on size: Default: Not set.

val ueZi pf Set if we should vary value size between 0 and 'valueSize' in zipf form
Default: Not set.

peri od Report every 'period rows: Default: opts.perdientRunRows / 10

mul ti Get Batch gets together into groups of N. Only supported by randonRead.
Def aul t: di sabl ed

addCol umtms Adds columms to scans/gets explicitly. Default: true

replicas Enabl e region replica testing. Defaults: 1.

splitPolicy Specify a custom RegionSplitPolicy for the table.

randontl eep Do a random sl eep before each get between 0 and entered value. Defaults: O

col ums Colums to wite per row Default: 1

cachi ng Scan caching to use. Default: 30

Note: -D properties will be applied to the conf used.

For exanpl e:
- Dmapr educe. out put . fi | eout put f or mat. conpress=true
- Dmapr educe. t ask. ti meout =60000

Conmand:
append Append on each row, clients overlap on keyspace so sone concurrent
operations

CheckAndDel ete on each row, clients overlap on keyspace so sone concurrent
operations

CheckAndMiut ate on each row, clients overlap on keyspace so some concurrent

operations

checkAndDel et e
checkAndMut at e

checkAndPut CheckAndPut on each row, clients overlap on keyspace so sone concurrent
operations

filterScan Run scan test using a filter to find a specific row based on it's val ue
(make sure to use --rows=20)

i ncrenent I ncrement on each row;, clients overlap on keyspace so some concurrent
operations

randonRead Run random read test

randonSeekScan Run random seek and scan 100 test

randoni¥ite Run random wite test

scan Run scan test (read every row)

scanRangel0 Run random seek scan with both start and stop row (nax 10 rows)

scanRangel00 Run random seek scan with both start and stop row (max 100 rows)

scanRangel000 Run random seek scan with both start and stop row (max 1000 rows)
scanRangel0000 Run random seek scan with both start and stop row (nax 10000 rows)
sequenti al Read Run sequential read test
sequential Wite Run sequential wite test

Args:

nclients Integer. Required. Total nunmber of clients (and HRegi onServers)



running: 1 <= value <= 500

Exanpl es

To run a single client doing the default 1M sequential Wites:

$ bi n/ hbase org. apache. hadoop. hbase. Per f or manceEval uati on sequential Wite 1

To run 10 clients doing increments over ten rows:

$ bi n/ hbase org. apache. hadoop. hbase. Per f or nenceEval uati on --rows=10 --nonapred increnent 10

LoadTest Tool

The LoadTest Tool utility load-tests your cluster by performing writes, updates, or reads on it. To run the

LoadTest Tool in CDH 5.1 and higher, use the bi n/ hbase |tt command . In CDH 5.0 and lower, use the command
bi n/ hbase org. apache. hadoop. hbase. uti | . LoadTest Tool. To print general usage information, use the -h
option. Options and commands available depend on the CDH version.

$ bin/hbase Itt -h

Opti ons
- bat chupdat e
col um

- bl oom <ar g>

- conpressi on <arg>

- dat a_bl ock_encodi ng <arg>
bl ocks

- def erredl ogfl ush
-encryption <arg>
-famlies <arg>
-generator <arg>
cl ass

-h,--help
-in_nenory
Not

-init_only
- key_w ndow <ar g>

-max_read_errors <arg>
al

-mob_t hreshol d <arg>
path
-mul ti get _batchsize <arg>

-mul ti put

-num keys <ar g>
-num regi ons_per_server <arg>
-num t abl es <arg>

test too

name prefix

-read <arg>

-reader <arg>

-region_replica_id <arg>

-region_replication <arg>

-regi ons_per_server <arg>
test too

-skip_init
-start_key <arg>
is 0

-tn <arg>
-updat e <arg>
col I'i si ons=0>]
-updater <arg>
-wite <arg>
-witer <arg>
-zk <arg>
-zk_root <arg>

Whet her to use batch as opposed to separate updates for every

inarow

Bloomfilter type, one of [NONE, RON ROACOL]

Conpression type, one of [LZO, GZ, NONE, SNAPPY, LZ4]
Encoding algorithm (e.g. prefix conpression) to use for data

in the test colum famly, one of

[ NONE, PREFI X, DI FF, FAST_DI FF, PREFI X_TREE]

Enabl e deferred | og flush

Enabl es transparent encryption on the test table, one of [AES]
The nanme of the colum famlies to use separated by comm

The class which generates load for the tool. Any args for this

can be passed as col on separated after class nanme
Show usage
Tries to keep the HFiles of the CF innenory as far as possible

guaranteed that reads are al ways served frominnmenory
Initialize the test table only, don't do any | oading

The 'key wi ndow to nmintain between reads and wites for concurrent

is 0
read errors to tolerate before term nating

wite/read workl oad. The defaul t
The maxi mum nunber of

reader threads. The default is 10

Desired cell size to exceed in bytes that will use the MOB wite
Whether to use nulti-gets as opposed to separate gets for every
colum in a row

Whet her to use multi-puts as opposed to separate puts for every
colum in a row

The nunber of keys to read/wite

Desired nunber of regions per region server. Defaults to 5

A positive integer nunber. Wien a nunber n is speicfied, |oad
will load n table parallely. -tn paraneter val ue becones table
Each table nane is in format <tn>_1...<tn>_n
<verify_percent>[: <#t hreads=20>]

The class for executing the read requests
Region replica id to do the reads from
Desired nunber of replicas per region

A positive integer nunber. Wien a nunber n is specified, |oad
will create the test table with n regions per server

Skip the initialization; assunme test table already exists

The first key to read/wite (a 0-based index). The default val ue

The name of the table to read or wite
<updat e_per cent >[ : <#t hr eads=20>] [ : <#whet her to i gnore nonce

The class for executing the update requests

<avg_col s_per_key>: <avg_dat a_si ze>[ : <#t hr eads=20>]

The class for executing the wite requests

ZK quorum as conma- separ at ed host names without port nunbers
nane of parent znode in zookeeper



wal

The wal utility prints information about the contents of a specified WAL file. To get a list of all WAL files, use the HDFS
command hadoop fs -lIs -R /hbase/ WALs. To run the wal utility, use the bi n/ hbase wal command. Run it
without options to get usage information.

hbase wal

usage: WAL <filenanme...> [-h] [-j] [-p] [-r <arg>] [-s <arg>] [-w <arg>]
-h,--help Qut put hel p nmessage

-j,--json Qut put JSON

-p,--printvals Print val ues

-r,--region <arg> Region to filter by. Pass encoded regi on nanme; e.g

' 9192caead6ab5a20ach4454f f bc79f ald
-s,--sequence <arg> Sequence to filter by. Pass sequence nunber.
-W, --row <arg> Row to filter by. Pass row nane

hfile

The hfi | e utility prints diagnostic information about a specified hf i | e, such as block headers or statistics. To get a
list of all hfi | es, use the HDFS command hadoop fs -1s -R /hbase/ dat a. To run the hf i | e utility, use the
bi n/ hbase hfil e command. Run it without options to get usage information.

$ hbase hfile

usage: HFile [-a] [-b] [- e] [-f <arg>| -r <arg>] [-h] [-i] [-k] [-m [-p]
[-s] [-Vv] [-w<arg>]

-a, --checkfamly Enabl e fam |y check

-b, --printhbl ocks Print block index neta data
-e,--printkey Print keys

-f,--file <arg> File to scan. Pass full-path; e.g.

hdf s: // a: 9000/ hbase/ hbase: met a/ 12/ 34
-h, --printbl ockheaders Print block headers for each bl ock.
-i,--checkMoblntegrity Print all cells whose nob files are m ssing

-k, --checkrow Enabl e row order check; |ooks for out-of-order
keys

-m--printnmeta Print neta data of file

-p,--printkv Print key/value pairs

-r,--region <arg> Regi on to scan. Pass region name; e.g
' hbase: neta, , 1'

-s,--stats Print statistics

-v, --verbose Ver bose output; emts file and nmeta data
delimters

-w, - - seekToRow <ar g> Seek to this row and print all the kvs for this
row only

hbck

The hbck utility checks and optionally repairs errors in HFiles.

Warning: Running hbck with any of the - fi x or - r epai r commands is dangerous and can lead to
data loss. Contact Cloudera support before running it.

To run hbck, use the bi n/ hbase hbck command. Run it with the - h option to get more usage information.

$ bin/hbase hbck -h

Usage: fsck [opts] {only tables}
where [opts] are:

-help Display help options (this)

-details Display full report of all regions

-tinelag <tinelnSeconds> Process only regions that have not experienced any mnetadata updates
in the |ast

<ti nel nSeconds> seconds

- sl eepBef oreRerun <tinmel nSeconds> Sl eep this nmany seconds before checking if the fix worked if

run with
-fix

-sunmary Print only sunmary of the tables and status

-metaonly Only check the state of the hbase:neta table.

-sidelineDir <hdfs://> HDFS path to backup existing nmeta

-boundaries Verify that regions boundaries are the sane between META and store files.

-exclusive Abort 1f another hbck is exclusive or fixing

- di sabl eBal ancer Disable the | oad bal ancer



Met adat a Repair options: (expert features, use with caution!)

-fix Try to fix region assignments. This is for backwards conpatiblity
-fi xAssi gnnent s Try to fix region assignments. Replaces the old -fix
-fixMeta Try to fix meta problens. This assumes HDFS region info is good.

anodesChecki ng Don't | oad/check region info fromHDFS. Assunes hbase:neta region info is
good. Wn't
check/fix any HDFS issue, e.g. hole, orphan, or overlap
-fi xHdf sHol es Try to fix region holes in hdfs.
-fi xHdf sOr phans Try to fix region dirs with no .regioninfo file in hdfs
-fixTabl eOrphans Try to fix table dirs with no .tableinfo file in hdfs (online node only)
-fixHdf sOverlaps Try to fix region overlaps in hdfs.
-fixVersionFile Try to fix missing hbase.version file in hdfs.
- maxMer ge <n> When fixing region overlaps, allow at npst <n> regions to nerge. (n=5 by
defaul t)
-sidelineBi gOverlaps When fixing region overlaps, allow to sideline big overlaps
-maxOver| apsToSi del i ne <n> When fixing region overlaps, allow at nost <n> regions to sideline
per group.
(n=2 by default)
-fixSplitParents Try to force offline split parents to be online.
-ignorePreCheckPerm ssion ignore filesystem perm ssion pre-check
-fixReferenceFiles Try to offline lingering reference store files
-fixEmptyMetaCells Try to fix hbase:meta entries not referencing any region (enpty
REG ONI NFO_QUALI FI ER rows)

Datafil e Repair options: (expert features, use with caution!)
-checkCorrupt HFi | es Check all Hfiles by opening themto make sure they are valid
-sidelineCorruptHFiles Quarantine corrupted HFiles. inplies -checkCorruptHFiles

Met adat a Repair shortcuts

-repair Shortcut for -fixAssignments -fixMeta -fixHdf sHol es
-fixHdf sOrphans -fixHdf sOverl aps -fixVersionFile
-sidelineBigOverl aps -fixReferenceFiles -fixTabl eLocks
-fi xOr phanedTabl eZnodes

-repairHol es Shortcut for -fixAssignments -fixMeta -fixHdf sHol es

Tabl e | ock options
-fixTabl eLocks Del etes table | ocks held for a long tine (hbase.table.lock.expire. ns,
10m n by default)

Tabl e Znode options
-fi xOrphanedTabl eZnodes Set table state in ZNode to disabled if table does not exists

Replication options
-fixReplication Del etes replication queues for renoved peers

cl ean

After you have finished using a test or proof-of-concept cluster, the hbase cl ean utility can remove all HBase-related
data from ZooKeeper and HDFS.

Warning: The hbase cl ean command destroys data. Do not run it on production clusters, or unless
A you are absolutely sure you want to destroy the data.

To run the hbase cl ean utility, use the bi n/ hbase cl ean command. Run it with no options for usage information.

$ bi n/ hbase cl ean

Usage: hbase clean (--cleanzk]|--cleanHdfs|--cleanAll)
Opti ons:
- - cl eanzk cl eans hbase rel ated data from zookeeper.
--cl eanHdfs cl eans hbase rel ated data from hdfs.
--cleanAll cleans hbase related data from both zookeeper and hdfs.

Configuring HBase Garbage Collection

Warning: Configuring the JVM garbage collection for HBase is an advanced operation. Incorrect
A configuration can have major performance implications for your cluster. Test any configuration changes
carefully.




Garbage collection (memory cleanup) by the JVM can cause HBase clients to experience excessive latency. See Tuning
Java Garbage Collection for HBase for a discussion of various garbage collection settings and their impacts on
performance.

To tune the garbage collection settings, you pass the relevant parameters to the JVM.

Example configuration values are not recommendations and should not be considered as such. This is not the complete
list of configuration options related to garbage collection. See the documentation for your JVM for details on these
settings.
- XX: +UseGLGC

Use the 'G1' garbage collection algorithm. Cloudera considers this setting to be experimental.
- XX: MaxGCPauseM | | i s=val ue

The garbage collection pause time. Set this to the maximum amount of latency your cluster can tolerate while
allowing as much garbage collection as possible.

- XX: +Par al | el Ref ProcEnabl ed
Enable or disable parallel reference processing by using a + or - symbol before the parameter name.
- XX: - Resi zePLAB

Enable or disable resizing of Promotion Local Allocation Buffers (PLABs) by using a + or - symbol before the parameter
name.

- XX: Par al | el GCThr eads=val ue
The number of parallel garbage collection threads to run concurrently.

- XX: GLNewsSi zePer cent =val ue
The percent of the heap to be used for garbage collection. If the value is too low, garbage collection is ineffective.
If the value is too high, not enough heap is available for other uses by HBase.

If your cluster is managed by Cloudera Manager, follow the instructions in Configure HBase Garbage Collection Using
Cloudera Manager on page 101. Otherwise, use Configure HBase Garbage Collection Using the Command Line on page
101.

Configure HBase Garbage Collection Using Cloudera Manager
Minimum Required Role: Full Administrator

1. Go to the HBase service.

. Click the Configuration tab.

. Select Scope > RegionServer.

. Select Category > Advanced.

. Locate the Java Configuration Options for HBase RegionServer property or search for it by typing its name in the
Search box.

6. Add or modify JVM configuration options.
7. Click Save Changes to commit the changes.
8. Restart the role.
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Configure HBase Garbage Collection Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

1. On each RegionServer, edit conf / hbase- env. sh.
2. Add or modify JVM configuration options on the line beginning with HBASE_OPTS.
3. Restart the RegionServer.


http://blog.cloudera.com/blog/2014/12/tuning-java-garbage-collection-for-hbase/
http://blog.cloudera.com/blog/2014/12/tuning-java-garbage-collection-for-hbase/
http://www.cloudera.com/content/support/en/documentation.html

Disabling the BoundedByt eBuf f er Pool

HBase uses a BoundedByt eBuf f er Pool to avoid fragmenting the heap. The G1 garbage collector reduces the need
to avoid fragmenting the heap in some cases. If you use the G1 garbage collector, you can disable the

BoundedByt eBuf f er Pool in HBase in CDH 5.7 and higher. This can reduce the number of "old generation" items
that need to be collected. This configuration is experimental.

To disable the BoundedByt eBuf f er Pool , set the hbase. i pc. server. reservoir. enabl ed property to f al se.
Disable the BoundedByt eBuf f er Pool Using Cloudera Manager

1. Go to the HBase service.

. Click the Configuration tab.

. Select Scope > RegionServer.

. Select Category > Advanced.

. Locate the HBase Service Advanced Configuration Snippet (Safety Valve) for hbase-site.xml property, or search
for it by typing its name in the Search box.

6. Add the following XML:
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<property>
<name>hbase. i pc. server. reservoi r. enabl ed</ name>
<val ue>f al se</ val ue>

</ property>

7. Click Save Changes to commit the changes.
8. Restart the service.

Disable the BoundedByt eBuf f er Pool Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

e This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

1. On each RegionServer, edit conf / hbase-site. xm .
2. Add the following XML:

<property>
<nanme>hbase. i pc. server. reservoir. enabl ed</ nane>
<val ue>f al se</ val ue>

</ property>

3. Save your changes.
4. Restart the RegionServer.

Configuring the HBase Canary

The HBase canary is an optional service that periodically checks that a RegionServer is alive. This canary is different
from the Cloudera Service Monitoring canary and is provided by the HBase service. The HBase canary is disabled by
default. After enabling the canary, you can configure several different thresholds and intervals relating to it, as well
as exclude certain tables from the canary checks. The canary works on Kerberos-enabled clusters if you have the HBase
client configured to use Kerberos.

Configure the HBase Canary Using Cloudera Manager
Minimum Required Role: Full Administrator

1. Go to the HBase service.
2. Click the Configuration tab.
3. Select Scope > HBase or HBase Service-Wide.


http://www.cloudera.com/content/support/en/documentation.html

4. Select Category > Monitoring.

5. Locate the HBase Canary property or search for it by typing its name in the Search box. Several properties have
Canary in the property name.

6. Select the checkbox.
7. Review other HBase Canary properties to configure the specific behavior of the canary.

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

8. Click Save Changes to commit the changes.
9. Restart the role.
10 Restart the service.

Configure the HBase Canary Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

The HBase canary is a Java class. To run it from the command line, in the foreground, issue a command similar to the
following, as the HBase user:

$ /usr/bin/hbase org. apache. hadoop. hbase. t ool . Canary

To start the canary in the background, add the - - daenon option. You can also use this option in your HBase startup
scripts.

$ /usr/bin/hbase org. apache. hadoop. hbase. t ool . Canary --daenon

The canary has many options. To see usage instructions, add the - - hel p parameter:

$ /usr/bin/hbase org. apache. hadoop. hbase. t ool . Canary --help

Checking and Repairing HBase Tables

HBaseFsck (hbck) is a command-line tool that checks for region consistency and table integrity problems and repairs
corruption. It works in two basic modes — a read-only inconsistency identifying mode and a multi-phase read-write
repair mode.

¢ Read-only inconsistency identification: In this mode, which is the default, a report is generated but no repairs
are attempted.

¢ Read-write repair mode: In this mode, if errors are found, hbck attempts to repair them.

Always run HBase administrative commands such as the HBase Shell, hbck, or bulk-load commands as the HBase user
(typically hbase).

Running hbck Manually
The hbck command is located in the bin directory of the HBase install.

e With no arguments, hbck checks HBase for inconsistencies and prints OK if no inconsistencies are found, or the
number of inconsistencies otherwise.

e With the - det ai | s argument, hbck checks HBase for inconsistencies and prints a detailed report.
¢ Tolimit hbck to only checking specific tables, provide them as a space-separated list: hbck <t abl e1> <t abl e2>


http://www.cloudera.com/content/support/en/documentation.html

Warning: The following hbck options modify HBase metadata and are dangerous. They are not

A coordinated by the HMaster and can cause further corruption by conflicting with commands that are
currently in progress or coordinated by the HMaster. Even if the HMaster is down, it may try to recover
the latest operation when it restarts. These options should only be used as a last resort. The hbck
command can only fix actual HBase metadata corruption and is not a general-purpose maintenance
tool. Before running these commands, consider contacting Cloudera Support for guidance. In addition,
running any of these commands requires an HMaster restart.

¢ If region-level inconsistencies are found, use the - f i x argument to direct hbck to try to fix them. The following
sequence of steps is followed:

1. The standard check for inconsistencies is run.
2. If needed, repairs are made to tables.
3. If needed, repairs are made to regions. Regions are closed during repair.

* You can also fix individual region-level inconsistencies separately, rather than fixing them automatically with the
- fi x argument.

-fi xAssi gnment s repairs unassigned, incorrectly assigned or multiply assigned regions.

— -fixMet aremoves rows from hbase: net a when their corresponding regions are not present in HDFS and
adds new meta rows if regions are present in HDFS but not in hbase: net a.

- r epai r Hol es creates HFiles for new empty regions on the filesystem and ensures that the new regions
are consistent.

— -fi xHdf sOr phans repairs a region directory that is missing a region metadata file (the . r egi oni nf o file).
— -fixHdf sOver| aps fixes overlapping regions. You can further tune this argument using the following
options:

— -maxMer ge <n> controls the maximum number of regions to merge.

— -sidelineBi gOverl aps attempts to sideline the regions which overlap the largest number of other
regions.

— -maxOverl apsToSi del i ne <n> limits the maximum number of regions to sideline.

¢ To try to repair all inconsistencies and corruption at once, use the - r epai r option, which includes all the region
and table consistency options.

For more details about the hbck command, see Appendix C of the HBase Reference Guide.

Hedged Reads

Hadoop 2.4 introduced a new feature called hedged reads. If a read from a block is slow, the HDFS client starts up
another parallel, 'hedged' read against a different block replica. The result of whichever read returns first is used, and
the outstanding read is cancelled. This feature helps in situations where a read occasionally takes a long time rather
than when there is a systemic problem. Hedged reads can be enabled for HBase when the HFiles are stored in HDFS.
This feature is disabled by default.

Enabling Hedged Reads for HBase Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Go to the HBase service.

. Click the Configuration tab.

. Select Scope > HBASE-1 (Service-Wide).
. Select Category > Performance.

. Configure the HDFS Hedged Read Threadpool Size and HDFS Hedged Read Delay Threshold properties. The
descriptions for each of these properties on the configuration pages provide more information.

6. Click Save Changes to commit the changes.
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http://hbase.apache.org/book.html#_region_overlap_repairs

Enabling Hedged Reads for HBase Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.
e This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

To enable hedged reads for HBase, edit the hbase- si t e. xni file on each server. Set

df s. client. hedged. read. t hr eadpool . si ze to the number of threads to dedicate to running hedged threads,
and setthedfs. client. hedged. read. t hreshol d. mi | | i s configuration property to the number of milliseconds
to wait before starting a second read against a different block replica. Set

df s. client. hedged. read. t hr eadpool . si ze to 0 or remove it from the configuration to disable the feature.
After changing these properties, restart your cluster.

The following is an example configuration for hedged reads for HBase.

<property>
<name>df s. cl i ent. hedged. r ead. t hr eadpool . si ze</ nane>
<val ue>20</value> <!-- 20 threads -->

</ property>

<property>
<name>df s. cl i ent. hedged. read. t hreshol d. mi | | i s</ nane>
<val ue>10</value> <!-- 10 mlliseconds -->

</ property>

Monitoring the Performance of Hedged Reads

You can monitor the performance of hedged reads using the following metrics emitted by Hadoop when hedged reads
are enabled.

¢ hedgedReadOps - the number of hedged reads that have occurred
¢ hedgeReadOpsWin - the number of times the hedged read returned faster than the original read
Configuring the Blocksize for HBase

The blocksize is an important configuration option for HBase. HBase data is stored in one (after a major compaction)
or more (possibly before a major compaction) HFiles per column family per region. It determines both of the following:

¢ The blocksize for a given column family determines the smallest unit of data HBase can read from the column
family's HFiles.
e It is also the basic unit of measure cached by a RegionServer in the BlockCache.

The default blocksize is 64 KB. The appropriate blocksize is dependent upon your data and usage patterns. Use the
following guidelines to tune the blocksize size, in combination with testing and benchmarking as appropriate.

Warning: The default blocksize is appropriate for a wide range of data usage patterns, and tuning
the blocksize is an advanced operation. The wrong configuration can negatively impact performance.

¢ Consider the average key/value size for the column family when tuning the blocksize. You can find the average
key/value size using the HFile utility:

$ hbase org. apache. hadoop. hbase.io. hfile.HFile -f /path/to/HFILE -m -v

Bl ock index size as per heapsize: 296

reader =hdf s: // srv1l. exanpl e. com 9000/ pat h/ t o/ HFI LE, \

conpr essi on=none, inMenory=fal se, \
firstKey=US6683275_20040127/ m net ype: / 1251853756871/ Put, \
| ast Key=US6684814_20040203/ mi nmet ype: / 1251864683374/ Put, \
avgKeyLen=37, avgVal ueLen=8, \

entri es=1554, | engt h=84447


http://www.cloudera.com/content/support/en/documentation.html

e Consider the pattern of reads to the table or column family. For instance, if it is common to scan for 500 rows on
various parts of the table, performance might be increased if the blocksize is large enough to encompass 500-1000
rows, so that often, only one read operation on the HFile is required. If your typical scan size is only 3 rows,
returning 500-1000 rows would be overkill.

It is difficult to predict the size of a row before it is written, because the data will be compressed when it is written
to the HFile. Perform testing to determine the correct blocksize for your data.

Configuring the Blocksize for a Column Family

You can configure the blocksize of a column family at table creation or by disabling and altering an existing table. These
instructions are valid whether or not you use Cloudera Manager to manage your cluster.

hbase> create ‘test_table ,{NAME => ‘test_cf , BLOCKSIZE => '262144'}
hbase> di sable 'test_table'

hbase> alter 'test_table', {NAME => 'test_cf', BLOCKSIZE => '524288'}
hbase> enable 'test_table'

After changing the blocksize, the HFiles will be rewritten during the next major compaction. To trigger a major
compaction, issue the following command in HBase Shell.

hbase> mmj or _conpact 'test_table'

Depending on the size of the table, the major compaction can take some time and have a performance impact while
itis running.

Monitoring Blocksize Metrics

Several metrics are exposed for monitoring the blocksize by monitoring the blockcache itself.

Configuring the HBase Bl ockCache

In the default configuration, HBase uses a single on-heap cache. If you configure the off-heap Bucket Cache, the
on-heap cache is used for Bloom filters and indexes,and the off-heap Bucket Cache is used to cache data blocks. This
is referred to as the Combined Blockcache configuration. The Combined Bl ockCache allows you to use a larger
in-memory cache while reducing the negative impact of garbage collection in the heap, because HBase manages the
Bucket Cache, rather than relying on the garbage collector.

Contents of the Bl ockCache
In order to size the Bl ockCache correctly, you need to understand what HBase places into it.

¢ Your data: Each time a Get or Scan operation occurs, the result is added to the BlockCache if it was not already
cached there. If you use the BucketCache, data blocks are always cached in the BucketCache.

¢ Row keys: When a value is loaded into the cache, its row key is also cached. This is one reason to make your row
keys as small as possible. A larger row key takes up more space in the cache.

e hbase:meta: The hbase: et a catalog table keeps track of which RegionServer is serving which regions. It can
consume several megabytes of cache if you have a large number of regions, and has i n- menory access priority,
which means HBase attempts to keep it in the cache as long as possible.

* Indexes of HFiles: HBase stores its data in HDFS in a format called HFile. These HFiles contain indexes which allow
HBase to seek for data within them without needing to open the entire HFile. The size of an index is a factor of
the block size, the size of your row keys, and the amount of data you are storing. For big data sets, the size can
exceed 1 GB per RegionServer, although the entire index is unlikely to be in the cache at the same time. If you
use the BucketCache, indexes are always cached on-heap.

¢ Bloom filters: If you use Bloom filters, they are stored in the BlockCache. If you use the BucketCache, Bloom filters
are always cached on-heap.

The sum of the sizes of these objects is highly dependent on your usage patterns and the characteristics of your data.
For this reason, the HBase Web Ul and Cloudera Manager each expose several metrics to help you size and tune the
BlockCache.



Deciding Whether To Use the Bucket Cache

The HBase team has published the results of exhaustive BlockCache testing, which revealed the following guidelines.

e Ifthe result of a Get or Scan typically fits completely in the heap, the default configuration, which uses the on-heap
Lr uBl ockCache, is the best choice, as the L2 cache will not provide much benefit. If the eviction rate is low,
garbage collection can be 50% less than that of the Bucket Cache, and throughput can be at least 20% higher.

e Otherwise, if your cache is experiencing a consistently high eviction rate, use the Bucket Cache, which causes
30-50% of the garbage collection of Lr uBl ockCache when the eviction rate is high.

e Bucket Cache using file mode on solid-state disks has a better garbage-collection profile but lower throughput
than Bucket Cache using off-heap memory.

Bypassing the Bl ockCache

If the data needed for a specific but atypical operation does not all fit in memory, using the BlockCache can be
counter-productive, because data that you are still using may be evicted, or even if other data is not evicted, excess
garbage collection can adversely effect performance. For this type of operation, you may decide to bypass the BlockCache.
To bypass the BlockCache for a given Scan or Get, use the set CacheBl ocks( f al se) method.

In addition, you can prevent a specific column family's contents from being cached, by setting its BLOCKCACHE
configuration to f al se. Use the following syntax in HBase Shell:

hbase> alter 'nyTable', CONFI GURATI ON => {NAME => 'nyCF', BLOCKCACHE => 'fal se'}

Cache Eviction Priorities

Both the on-heap cache and the off-heap Bucket Cache use the same cache priority mechanism to decide which cache
objects to evict in order to make room for new objects. Three levels of block priority allow for scan-resistance and
in-memory column families. Objects evicted from the cache are subject to garbage collection.

* Single access priority: The first time a block is loaded from HDFS, that block is given single access priority, which
means that it will be part of the first group to be considered during evictions. Scanned blocks are more likely to
be evicted than blocks that are used more frequently.

e Multi access priority: If a block in the single access priority group is accessed again, that block is assigned multi
access priority, which moves it to the second group considered during evictions, and is therefore less likely to be
evicted.

¢ In-memory access priority: If the block belongs to a column family which is configured with the i n- menory
configuration option, its priority is changed to in memory access priority, regardless of its access pattern. This
group is the last group considered during evictions, but is not guaranteed not to be evicted. Catalog tables are
configured with in-memory access priority.

To configure a column family for in-memory access, use the following syntax in HBase Shell:
hbase> alter 'nyTable', 'nyCF , CONFlI GURATION => {I N MEMORY => "true'}

To use the Java API to configure a column family for in-memory access, use the
HCol umDescri pt or. set | nMenor y(true) method.

Sizing the BlockCache

When you use the Lr uBl ockCache, the blocks needed to satisfy each read are cached, evicting older cached objects
if the Lr uBl ockCache is full. The size cached objects for a given read may be significantly larger than the actual result
of the read. For instance, if HBase needs to scan through 20 HFile blocks to return a 100 byte result, and the HFile
blocksize is 100 KB, the read will add 20 * 100 KB to the Lr uBl ockCache.

Because the Lr uBl ockCache resides entirely within the Java heap, the amount of which is available to HBase and

what percentage of the heap is available to the Lr uBl ockCache strongly impact performance. By default, the amount
of HBase heap reserved for Lr uBl ockCache (hfi | e. bl ock. cache. si ze)is. 40, or 40%. To determine the amount
of heap available for the Lr uBl ockCache, use the following formula. The 0. 99 factor allows 1% of heap to be available


https://blogs.apache.org/hbase/entry/comparing_blockcache_deploys

as a "working area" for evicting items from the cache. If you use the BucketCache, the on-heap LruBlockCache only
stores indexes and Bloom filters, and data blocks are cached in the off-heap BucketCache.

nunmber of RegionServers * heap size * hfile. bl ock.cache.size * 0.99

To tune the size of the Lr uBl ockCache, you can add RegionServers or increase the total Java heap on a given
RegionServer to increase it, or you can tune hf i | e. bl ock. cache. si ze to reduce it. Reducing it will cause cache
evictions to happen more often, but will reduce the time it takes to perform a cycle of garbage collection. Increasing
the heap will cause garbage collection to take longer but happen less frequently.

About the off-heap Bucket Cache

If the BucketCache is enabled, it stores data blocks, leaving the on-heap cache free for storing indexes and Bloom
filters. The physical location of the Bucket Cache storage can be either in memory (off-heap) or in a file stored in a
fast disk.

e Off-heap: This is the default configuration.
¢ File-based: You can use the file-based storage mode to store the Bucket Cache on an SSD or FusionlO device,

Starting in CDH 5.4 (HBase 1.0), you can configure a column family to keep its data blocks in the L1 cache instead of
the BucketCache, using the HCol utmDescr i pt or . cacheDat al nL1(t r ue) method or by using the following syntax
in HBase Shell:

hbase> alter 'nyTable', CONFI GURATI ON => {CACHE DATA IN L1 => "true'}}

Configuring the off-heap Bucket Cache

This table summaries the important configuration properties for the Bucket Cache. To configure the Bucket Cache,
see Configuring the Off-heap BucketCache Using Cloudera Manager on page 111 or Configuring the Off-heap BucketCache
Using the Command Line on page 111. The table is followed by three diagrams that show the impacts of different
blockcache settings.

Table 2: BucketCache Configuration Properties

Property Default Description

hbase. bucket cache. contii nedcache. enabl ed | t r ue When Bucket Cache is enabled, use
it as a L2 cache for Lr uBl ockCache.
If set to true, indexes and Bloom filters
are kept in the Lr uBl ockCache and
the data blocks are kept in the
Bucket Cache.

hbase. bucket cache. i oengi ne  |none (Bucket Cache is disabled by | Where to store the contents of the
default) Bucket Cache. Either onheap or
file:/path/to/file.

hfile. bl ock. cache. size 0.4 A float between 0.0 and 1.0. This
factor multiplied by the Java heap size
is the size of the L1 cache. In other
words, the percentage of the Java
heap to use for the L1 cache.

hbase. bucket cache. si ze not set When using Bucket Cache, this is a
float that represents one of two
different values, depending on
whether it is a floating-point decimal
less than 1.0 or an integer greater than
1.0.
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Property Default Description

e If less than 1.0, it represents a
percentage of total heap memory
size to give to the cache.

e |[f greater than 1.0, it represents
the capacity of the cache in
megabytes

hbase. bucket cache. bucket . si zes (4, 8, 16, 32, 40, 48, 56, 64, |Acomma-separated list of sizes for
96, 128, 192, 256, 384, 512 |buckets for the Bucket Cache if you
KB prefer to use multiple sizes. The sizes
should be multiples of the default
blocksize, ordered from smallest to
largest. The sizes you use will depend
on your data patterns. This parameter
is experimental.

- XX: MaxDi r ect MenorySi ze MaxDi r ect Menor ySi ze = A JVM option to configure the
Bucket Cache + 1 maximum amount of direct memory
available to the JVM. It is automatically
calculated and configured based on
the following formula:

MaxDi r ect MenorySi ze =

Bucket Cache size + 1 GBfor
other features using direct memory,
such as DFSClient. For example, if the
BucketCache size is 8 GB, it will be

- XX: MaxDi r ect MenorySi ze=9G

Other JVM process
memory settings

HBASE_HEAPSIZE-Xmx=
SHBASE_HEAPSIZE

region server process
java managed heap

block cache

HBase_OFFHEAPSIZE=0
(default to 0, which means JVM
allocates for NIO as needed)

java direct memory ¢

. 20% minimum reserved for operations and rpc call queues

hbase. r egi onserver. gl obal . menst or e. si ze: default is 0.4, which means 40%

hbase. r egi onserver. gl obal . menst ore. si ze + hfil e. bl ock. cache. si ze £0.80, which means 80%
. hfile.bl ock. cache. si ze: default is 0.4, which means 40%

. slack reserved for HDFS SCR/NIO: number of open HFiles *
hbase. dfs.client.read.shortcircuit.buffer.size, where
hbase. dfs.client.read.shortcircuit.buffer.sizeissetto128k.

uhwWN PR

Figure 1: Default LRUCache, L1 only block cache hbase. bucket cache. i oengi ne=NULL
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Other JVM process
memory settings

HBASE_HEAPSIZE-Xmx=
$HBASE_HEAPSIZE

region server process
java managed heap

block cache

HBase_OFFHEAPSIZE=0 . alies
(default to 0, which means JVM [\ e STy
allocates for NIO as needed)

. 20% minimum reserved for operations and rpc call queues

hbase. r egi onser ver. gl obal . nenst or e. si ze: default is 0.4, which means 40%

. hbase. regi onserver. gl obal . menst ore. si ze + hfi | e. bl ock. cache. si ze <0.80, which means 80%
. hfile. bl ock. cache. si ze: default is 0.4, which means 40%

. slack reserved for HDFS SCR/NIO: number of open HFiles *

hbase. dfs.client.read. shortcircuit.buffer.size, where

hbase. df s.client.read. shortcircuit.buffer.sizeissetto128k.

6. hbase. bucket cache. si ze: defaultis 0.0

vk WNPRE

If hbase. bucket cache. si ze is float <1, it represents the percentage of total heap size.

If hbase. bucket cache. si ze is 21, it represents the absolute value in MB. It must be <HBASE_OFFHEAPSIZE

Figure 2: Default LRUCache, L1 only block cache hbase. bucket cache. i oengi ne=heap

1. 20% minimum reserved for operations and rpc call queues

2. hbase. regi onserver. gl obal . menst or e. si ze: default is 0.4, which means 40%
3. hbase. regi onserver. gl obal . menst ore. si ze + hfi | e. bl ock. cache. si ze <0.80, which means 80%

1
Other JVM process
memory settings
i

~

HBASE_HEAPSIZE-Xmx=
SHBASE_HEAPSIZE

region Server process
java managed heap

‘ g

E

7]

E

HBase_OFFHEAPSIZE= 'S
-XX:MaxDirectMemorySize =
m

-

m

i =
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4. hfil e. bl ock. cache. si ze: default is 0.4 which means 40%

5. slack reserved for HDFS SCR/NIO: number of open HFiles *
hbase. dfs.client.read. shortcircuit.buffer.size, where
hbase. dfs.client.read.shortcircuit.buffer.sizeissetto128k.

6. hbase. bucket cache. si ze: default is 0.0
If hbase. bucket cache. si ze is float <1, it represents the percentage of total heap size.

If hbase. bucket cache. si ze is 21, it represents the absolute value in MB.

Figure 3: Default LRUCache, L1 only block cache hbase. bucket cache. i oengi ne=of f heap

Configuring the Off-heap BucketCache Using Cloudera Manager

1. Go to the HBase service.
2. Click the Configuration tab.
3. Select the RegionServer scope and do the following:

a. Ensure that Enable Combined BucketCache is selected.
b. Set BucketCache IOEngine to of f heap.
c. Update the value of BucketCache Size according to the required BucketCache size.

4. In the HBase Region Server Environment Advanced Configuration Snippet for hbase-env.sh, edit the following
parameters:

e HBASE_OFFHEAPSI ZE: Set it to a value (such as 5G) that accommodates your required L2 cache size, in
addition to space reserved for cache management.

e HBASE_OPTS: Add the JVM option - - XX: MaxDi r ect Menor ySi ze=<si ze>G replacing<si ze>withavalue
not smaller than the aggregated heap size expressed as a number of gigabytes + the off-heap BucketCache,
expressed as a number of gigabytes + around 1GB used for HDFS short circuit read. For example, if the off-heap
BucketCache is 16GB and the heap size is 15GB, the total value of MaxDirectMemorySize could be 32:

- XX: MaxDi r ect ManorySi ze=32G

5. Optionally, when combined BucketCache is in use, you can decrease the heap size ratio allocated to the L1
BlockCache, and increase the Memstore size.

The on-heap BlockCache only stores indexes and Bloom filters, the actual data resides in the off-heap BucketCache.
A larger Memstore is able to accommodate more write request before flushing them to disks.

¢ Decrease HFile Block Cache Size to 0. 3 or 0. 2.

¢ Increase Maximum Size of All Memstores in RegionServer to 0. 5 or 0. 6 respectively.

6. Click Save Changes to commit the changes.
7. Restart or rolling restart your RegionServers for the changes to take effect.

Configuring the Off-heap BucketCache Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

1. Verify the RegionServer's off-heap size, and if necessary, tune it by editing the hbase- env. sh file and adding a
line like the following:

HBASE_OFFHEAPSI ZE=5G


http://www.cloudera.com/content/support/en/documentation.html

Set it to a value that accommodates your BucketCache size + the additional space required for DFSClient short
circuit reads (default is 1 GB). For example, if the BucketCache size is 8 GB, set HBASE_OFFHEAPS| ZE=9G.

2. Configure the MaxDirectMemorySize option for the RegionServers JVMS. This can be done adding the following
line in hbase-env. sh:

HBASE_REG ONSERVER_OPTS=" $HBASE_REG ONSERVER_OPTS
- XX: MaxDi r ect Menor ySi ze=<si ze>G

Replace <size> with the same value set for HBASE_OFFHEAPSI| ZE.

3. Next, in the hbase-si te. xm files on the RegionServers, configure the properties in Table 2: BucketCache
Configuration Properties on page 108 as appropriate, using the example below as a model.

<property>
<nane>hbase. bucket cache. conbi nedcache. enabl ed</ nane>
<val ue>true</val ue>
</ property>
<property>
<nanme>hbase. bucket cache. i oengi ne</ nanme>
<val ue>of f heap</ val ue>
</ property>
<property>
<nane>hbase. bucket cache. si ze</ nane>
<val ue>8388608</ val ue>
</ property>
<property>
<nane>hfil e. bl ock. cache. si ze</ nane>
<val ue>0. 2</ val ue>
</ property>
<property>
<nanme>hbase. r egi onserver. gl obal . menst or e. si ze</ nane>
<val ue>0. 6</ val ue>
</ property>

4. Restart each RegionServer for the changes to take effect.

Monitoring the BlockCache

Cloudera Manager provides metrics to monitor the performance of the Bl ockCache, to assist you in tuning your
configuration.

You can view further detail and graphs using the RegionServer Ul. To access the RegionServer Ul in Cloudera Manager,
go to the Cloudera Manager page for the host, click the RegionServer process, and click HBase RegionServer Web Ul.

If you do not use Cloudera Manager, access the Bl ockCache reports at
http://regi onServer_host: 22102/ r s- st at us#menor ySt at s, replacing r egi onSer ver _host with the
hostname or IP address of your RegionServer.

Configuring the HBase Scanner Heartbeat

A scanner heartbeat check enforces a time limit on the execution of scan RPC requests. This helps prevent scans from
taking too long and causing a timeout at the client.

When the server receives a scan RPC request, a time limit is calculated to be half of the smaller of two values:
hbase. cl i ent. scanner.timeout. peri odandhbase. rpc.timeout (which both default to 60000 milliseconds,
or one minute). When the time limit is reached, the server returns the results it has accumulated up to that point. This
result set may be empty. If your usage pattern includes that scans will take longer than a minute, you can increase
these values.

To make sure the timeout period is not too short, you can configure hbase. cel | s. scanned. per. heart beat . check
to a minimum number of cells that must be scanned before a timeout check occurs. The default value is 10000. A
smaller value causes timeout checks to occur more often.

Configure the Scanner Heartbeat Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)



. Go to the HBase service.

. Click the Configuration tab.

. Select HBase or HBase Service-Wide.

. Select Category > Main.

. Locate the RPC Timeout property or search for it by typing its name in the Search box.

. Edit the property.

. To modify the default values for hbase. cl i ent. scanner. ti meout. peri od or
hbase. cel | s. scanned. per. heart beat . check, search for HBase Service Advanced Configuration Snippet
(Safety Valve) for hbase-site.xml. Paste one or both of the following properties into the field and modify the
values as needed.

NOoO U s WNR

<property>
<name>hbase. cl i ent. scanner. ti neout. peri od</ nane>
<val ue>60000</ val ue>

</ property>

<property>
<nanme>hbase. cel | s. scanned. per. heart beat . check</ nane>
<val ue>10000</ val ue>

</ property>

8. Click Save Changes to commit the changes.
9. Restart the role.
10 Restart the service.

Configure the Scanner Heartbeat Using the Command Line

1. Edit hbase-si te. xm and add the following properties, modifying the values as needed.

<property>
<nane>hbase. rpc. ti meout </ nane>
<val ue>60000</ val ue>

</ property>

<property>
<nanme>hbase. cl i ent. scanner. ti neout. peri od</ nane>
<val ue>60000</ val ue>

</ property>

<property>
<nanme>hbase. cel | s. scanned. per. heart beat . check</ nane>
<val ue>10000</ val ue>

</ property>

2. Distribute the modified hbase- si t e. xm to all your cluster nodes and restart the HBase master and RegionServer
processes for the change to take effect.

Limiting the Speed of Compactions

You can limit the speed at which HBase compactions run, by configuring

hbase. r egi onserver . t hr oughput . control | er and its related settings. The default controller is

or g. apache. hadoop. hbase. r egi onser ver . conpact i ons. Pressur eAnar eConpact i onThr oughput Control | er,
which uses the following algorithm:

1. If compaction pressure is greater than 1.0, there is no speed limitation.
2. In off-peak hours, use a fixed throughput limitation, configured using
hbase. hst or e. conpacti on. t hr oughput . of f peak, hbase. of f peak. st art . hour, and
hbase. of f peak. end. hour.
3. In normal hours, the max throughput is tuned between
hbase. hst or e. conpacti on. t hr oughput . hi gher . bound and
hbase. hst or e. conpact i on. t hr oughput . | ower . bound (which default to 20 MB/sec and 10 MB/sec



respectively), using the following formula, where conpact i onPr essur e is between 0.0 and 1.0. The
conpact i onPr essur e refers to the number of store files that require compaction.

|l ower + (higer - lower) * conpactionPressure

To disable compaction speed limits, set hbase. r egi onserver. t hroughput . control |l er to
or g. apache. hadoop. hbase. r egi onserver. conpacti ons. NoLi m t Conpact i onThr oughput Control | er.

Configure the Compaction Speed Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Go to the HBase service.

2. Click the Configuration tab.

3. Select HBase or HBase Service-Wide.
4

. Search for HBase Service Advanced Configuration Snippet (Safety Valve) for hbase-site.xml. Paste the relevant
properties into the field and modify the values as needed. See Configure the Compaction Speed Using the Command
Line on page 114 for an explanation of the properties.

5. Click Save Changes to commit the changes.
6. Restart the role.
7. Restart the service.

Configure the Compaction Speed Using the Command Line

1. Edithbase- si t e. xnl and add the relevant properties, modifying the values as needed. Default values are shown.
hbase. of f peak. st art . hour and hbase. of f peak. end. hour have no default values; this configuration sets
the off-peak hours from 20:00 (8 PM) to 6:00 (6 AM).

<property>
<nanme>hbase. regi onserver.t hroughput. control | er </ name>

<val ue>or g. apache. hadoop. hbase. r egi onser ver . conpact i ons. Pr essur eAnar eGonpact i onThr oughput Gont rol | er </ val ue>
</ property>
<property>
<nane>hbase. hst ore. conpacti on. t hr oughput . hi gher. bound</ nanme>
<val ue>20971520</ val ue>
<descri ption>The default is 20 M/ sec</description>
</ property>
<property>
<nanme>hbase. hst ore. conpacti on. t hr oughput . | ower . bound</ nane>
<val ue>10485760</ val ue>
<description>The default is 10 MB/sec</description>
</ property>
<property>
<nanme>hbase. hst ore. conpacti on. t hr oughput . of f peak</ nane>
<val ue>9223372036854775807</ val ue>
<descri pti on>The default is Long. MAX VALUE, which effectively nmeans no
limtation</description>
</ property>
<property>
<nanme>hbase. of f peak. start . hour </ nane>
<val ue>20</ val ue>
<val ue>When to begi n using off-peak conpaction settings, expressed as an integer
between 0 and 23. </val ue>
</ property>
<property>
<name>hbase. of f peak. end. hour </ nane>
<val ue>6</ val ue>
<val ue>Wen to stop using of f-peak conpacti on settings, expressed as an integer between
0 and 23. </val ue>
</ property>
<property>
<nane>hbase. hst ore. conpacti on. t hr oughput . t une. peri od</ nane>
<val ue>60000</ val ue>
<descri ption>
</ property>



2. Distribute the modified hbase- si t e. xm to all your cluster nodes and restart the HBase master and RegionServer
processes for the change to take effect.

Reading Data from HBase

Get and Scan are the two ways to read data from HBase, aside from manually parsing HFiles. A Get is simply a Scan
limited by the API to one row. A Scan fetches zero or more rows of a table. By default, a Scan reads the entire table
from start to end. You can limit your Scan results in several different ways, which affect the Scan's load in terms of
10, network, or both, as well as processing load on the client side. This topic is provided as a quick reference. Refer to
the APl documentation for Scan for more in-depth information. You can also perform Gets and Scan using the HBase
Shell, the REST API, or the Thrift API.

e Specify astartrowor st opr owor both. Neither st art r ownor st opr owneed to exist. Because HBase sorts
rows lexicographically, it will return the first row after st ar t r owwould have occurred, and will stop returning
rows after st opr owwould have occurred.The goal is to reduce 10 and network.

— Thest artrowisinclusive and the st opr owis exclusive. Given a table withrows a, b, c,d,e,f ,andst artr ow
of c and st opr owof f , rows c- e are returned.

— If you omit st ar t r ow, the first row of the table is the st art r ow.

— If you omit the st opr ow, all results after st ar t r ow (including st ar t r ow) are returned.

— Ifstartrowislexicographically after st opr ow, and you set Scan set Rever sed( bool ean reversed) to
t r ue, the results are returned in reverse order. Given the same table above, with rows a- f , if you specify c
as the stoprow and f as the startrow, rows f, e, and d are returned.

Scan()
Scan(byte[] startRow)
Scan(byte[] startRow, byte[] stopRow)

e Specify a scanner cache that will be filled before the Scan result is returned, setting set Cachi ng to the number
of rows to cache before returning the result. By default, the caching setting on the table is used. The goal is to
balance 10 and network load.

public Scan set Cachi ng(int caching)

¢ To limit the number of columns if your table has very wide rows (rows with a large number of columns), use
setBatch(int batch) and set it to the number of columns you want to return in one batch. A large number of columns
is not a recommended design pattern.

public Scan setBatch(int batch)

¢ To specify a maximum result size, use set MaxResul t Si ze( | ong), with the number of bytes. The goal is to
reduce 10 and network.

public Scan set MaxResul t Si ze(l ong maxResul t Si ze)

e Whenyou use set Cachi ngand set MaxResul t Si ze together, single server requests are limited by either number
of rows or maximum result size, whichever limit comes first.

¢ You can limit the scan to specific column families or columns by using addFani | y or addCol umm. The goal is to
reduce 10 and network. 10 is reduced because each column family is represented by a Store on each RegionServer,
and only the Stores representing the specific column families in question need to be accessed.

public Scan addCol um(byte[] family,
byte[] qualifier)

public Scan addFam | y(byte[] famly)


http://hbase.apache.org/apidocs/org/apache/hadoop/hbase/client/Get.html
http://hbase.apache.org/apidocs/org/apache/hadoop/hbase/client/Scan.html
http://hbase.apache.org/apidocs/org/apache/hadoop/hbase/client/Scan.html

¢ You can specify a range of timestamps or a single timestamp by specifying setTimeRange or setTimestamp.

public Scan set Ti neRange(l ong m nStanp,
| ong maxsSt anp)
throws | OException

public Scan set Ti neStanp(l ong ti nestanp)
throws | OException

* You can retrieve a maximum number of versions by using setMaxVersions.

public Scan set MaxVersi ons(int nmaxVersions)

e You can use a filter by using set Fi | t er . Filters are discussed in detail in HBase Filtering on page 117 and the Filter
APL.

public Scan setFilter(Filter filter)

¢ You can disable the server-side block cache for a specific scan by executing set CacheBl ocks( bool ean) . This
is an expert setting and should only be used if you know what you are doing.

Perform Scans Using HBase Shell

You can perform scans using HBase Shell, for testing or quick queries. Use the following guidelines or issue the scan
command in HBase Shell with no parameters for more usage information. This represents only a subset of possibilities.

# Di splay usage information
hbase> scan

# Scan all rows of table "t1'
hbase> scan 't1'

# Specify a startrow, limt the result to 10 rows, and only return sel ected col ums
hbase> scan '"t1', {COLUWNS => ['c1', 'c2'], LIMT => 10, STARTROWN => 'xyz'}

# Specify a timerange
hbase> scan 't1', {TIMERANGE => [1303668804, 1303668904]}

# Specify a customfilter
hbase> scan 't1', {FILTER => org. apache. hadoop. hbase. filter. Col utmPagi nati onFilter. new 1,

0)}

# Specify a row prefix filter and another customfilter
hbase> scan 't1', {ROAPREFI XFI LTER => 'row2',

FILTER => (QualifierFilter (>=, 'binary:xyz')) AND
(TimestanpsFilter ( 123, 456))}

# Disable the block cache for a specific scan (experts only)
hbase> scan 't1', {COLUWS => ['cl', 'c2'], CACHE_BLOCKS => fal se}

Hedged Reads

Hadoop 2.4 introduced a new feature called hedged reads. If a read from a block is slow, the HDFS client starts up
another parallel, 'hedged' read against a different block replica. The result of whichever read returns first is used, and
the outstanding read is cancelled. This feature helps in situations where a read occasionally takes a long time rather
than when there is a systemic problem. Hedged reads can be enabled for HBase when the HFiles are stored in HDFS.
This feature is disabled by default.


http://hbase.apache.org/apidocs/org/apache/hadoop/hbase/filter/Filter.html
http://hbase.apache.org/apidocs/org/apache/hadoop/hbase/filter/Filter.html

Enabling Hedged Reads for HBase Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

e This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

To enable hedged reads for HBase, edit the hbase- si t e. xni file on each server. Set

df s. client. hedged. read. t hr eadpool . si ze to the number of threads to dedicate to running hedged threads,
and setthedfs. client. hedged. read. t hreshol d. mi | | i s configuration property to the number of milliseconds
to wait before starting a second read against a different block replica. Set

df s. client. hedged. read. t hr eadpool . si ze to 0 or remove it from the configuration to disable the feature.
After changing these properties, restart your cluster.

The following is an example configuration for hedged reads for HBase.

<property>
<name>df s. cl i ent. hedged. r ead. t hr eadpool . si ze</ nane>
<val ue>20</value> <!-- 20 threads -->

</ property>

<property>
<name>df s. cl i ent. hedged. read. t hreshol d. mi | | i s</ nane>
<val ue>10</value> <!-- 10 mlliseconds -->

</ property>

HBase Filtering

When reading data from HBase using Get or Scan operations, you can use custom filters to return a subset of results
to the client. While this does not reduce server-side 10, it does reduce network bandwidth and reduces the amount
of data the client needs to process. Filters are generally used using the Java API, but can be used from HBase Shell for
testing and debugging purposes.

For more information on Gets and Scans in HBase, see Reading Data from HBase on page 115.

Dynamically Loading a Custom Filter

CDH 5.5 and higher adds (and enables by default) the ability to dynamically load a custom filter by adding a JAR with
your filter to the directory specified by the hbase. dynami c. j ars. di r property (which defaultstothel i b/ directory
under the HBase root directory).

To disable automatic loading of dynamic JARs, set hbase. use. dynani c. j ar s tof al se inthe advanced configuration
snippet for hbase- si t e. xrl if you use Cloudera Manager, or to hbase- si t e. xnl otherwise.

Filter Syntax Guidelines

HBase filters take zero or more arguments, in parentheses. Where the argument is a string, it is surrounded by single
quotes ('string').

Logical Operators, Comparison Operators and Comparators

Filters can be combined together with logical operators. Some filters take a combination of comparison operators and
comparators. Following is the list of each.

Logical Operators

* AND - the key-value must pass both the filters to be included in the results.

* OR - the key-value must pass at least one of the filters to be included in the results.

e SKIP - for a particular row, if any of the key-values do not pass the filter condition, the entire row is skipped.

e WHILE - For a particular row, it continues to emit key-values until a key-value is reached that fails the filter condition.


http://www.cloudera.com/content/support/en/documentation.html

e Compound Filters - Using these operators, a hierarchy of filters can be created. For example:

(Filterl AND Filter2)OR(Filter3 AND Filter4)

Comparison Operators

e LESS (<)

e LESS_OR_EQUAL (<=)

e EQUAL (=)

e NOT_EQUAL (=)

e GREATER_OR_EQUAL (>=)
e GREATER (>)

e NO_OP (no operation)

Comparators

e BinaryComparator - lexicographically compares against the specified byte array using the
Byt es. conpar eTo(byte[], byte[]) method.

¢ BinaryPrefixComparator - lexicographically compares against a specified byte array. It only compares up to the
length of this byte array.

e RegexStringComparator - compares against the specified byte array using the given regular expression. Only EQUAL
and NOT_EQUAL comparisons are valid with this comparator.

e SubStringComparator - tests whether or not the given substring appears in a specified byte array. The comparison
is case insensitive. Only EQUAL and NOT_EQUAL comparisons are valid with this comparator.

Examples

Exanpl el: >, 'binary:abc' will match everything that is |exicographically greater than
"abc"

Exanpl e2: =, 'binaryprefix:abc' will match everything whose first 3 characters are

| exi cographically equal to "abc"

Exanpl e3: !=, 'regexstring:ab*yz' will match everything that doesn't begin with "ab"
and ends with "yz"

Exanpl e4: =, 'substring:abcl123' will match everything that begins with the substring
"abc123"

Compound Operators

Within an expression, parentheses can be used to group clauses together, and parentheses have the highest order of
precedence.

SKI P and WHI LE operators are next, and have the same precedence.
The AND operator is next.

The OR operator is next.

Examples

Afilter string of the form “Filterl AND Filter2 OR Filter3” will be eval uated as:
“(Filterl AND Filter2) OR Filter3”

Afilter string of the form “Filterl AND SKIP Filter2 OR Filter3” will be eval uated
as: “(Filterl AND (SKIP Filter2)) OR Filter3”

Filter Types

HBase includes several filter types, as well as the ability to group filters together and create your own custom filters.

¢ KeyOnlyFilter - takes no arguments. Returns the key portion of each key-value pair.

Syntax: KeyOnlyFilter ()



¢ FirstKeyOnlyFilter - takes no arguments. Returns the key portion of the first key-value pair.

Syntax: FirstKeyOnlyFilter ()

e PrefixFilter - takes a single argument, a prefix of a row key. It returns only those key-values present in a row that
start with the specified row prefix

Syntax: PrefixFilter (‘<row_prefix>")

Exampl e: PrefixFilter (‘Row )

¢ ColumnPrefixFilter - takes a single argument, a column prefix. It returns only those key-values present in a column
that starts with the specified column prefix.

Syntax: ColumPrefixFilter (‘<colum_prefix>")

Exampl e: Col umPrefixFilter (‘Col’)

¢ MultipleColumnPrefixFilter - takes a list of column prefixes. It returns key-values that are present in a column
that starts with any of the specified column prefixes.

Syntax: Ml tipleColumPrefixFilter (‘<colum_prefix>", ‘<colum_prefix>, .,
‘ <col umm_prefix>")

Exanpl e: Multipl eColumPrefixFilter (‘Coll, ‘Col2")
¢ ColumnCountGetFilter - takes one argument, a limit. It returns the first | i i t number of columns in the table.
Syntax: ColumCountCetFilter (‘<linmt>")
Exanpl e: Col umCount GetFilter (4)
e PageFilter - takes one argument, a page size. It returns page si ze number of rows from the table.
Syntax: PageFilter ('<page_size>")

Exanpl e: PageFilter (2)

¢ ColumnPaginationFilter - takes two arguments, a limit and offset. It returns limit number of columns after offset
number of columns. It does this for all the rows.

Syntax: ColummPaginationFilter (‘<limt>, ‘<offset>")

Exanpl e: Col umPagi nationFilter (3, 5)

¢ InclusiveStopFilter - takes one argument, a row key on which to stop scanning. It returns all key-values present
in rows up to and including the specified row.

Syntax: InclusiveStopFilter (‘<stop_row key>")

Exanpl e: InclusiveStopFilter (‘Row2’)

e TimeStampsFilter - takes a list of timestamps. It returns those key-values whose timestamps matches any of the
specified timestamps.

Syntax: TinmeStanpsFilter (<tinestanp>, <tinestanp> ... ,<tinestanp>)

Exanpl e: TimeStanpsFilter (5985489, 48895495, 58489845945)



¢ RowfFilter - takes a compare operator and a comparator. It compares each row key with the comparator using
the compare operator and if the comparison returns t r ue, it returns all the key-values in that row.

Syntax: RowFilter (<conpareQOp>, ‘<row_conparator>")
Exanpl e: RowFilter (<=, ‘binary:xyz)

¢ FamilyFilter - takes a compare operator and a comparator. It compares each family name with the comparator
using the compare operator and if the comparison returnst r ue, it returns all the key-values in that family.

Syntax: FamilyFilter (<compareQCp>, ‘<fam|y_conparator>")
Exanple: FamlyFilter (>=, ‘binaryprefix:FamlyB)

e QualifierFilter - takes a compare operator and a comparator. It compares each qualifier name with the comparator
using the compare operator and if the comparison returnst r ue, it returns all the key-values in that column.

Syntax: QualifierFilter (<conpareQp>, ‘<qualifier_conparator>")
Exanple: QualifierFilter (=, ‘substring:Columl’)

* ValueFilter - takes a compare operator and a comparator. It compares each value with the comparator using the
compare operator and if the comparison returns t r ue, it returns that key-value.

Syntax: ValueFilter (<conpareQp>, °‘<val ue_conparator>')

Exanpl e: ValueFilter (!=, ‘binary:Value')

¢ DependentColumnFilter - takes two arguments required arguments, a family and a qualifier. It tries to locate this
column in each row and returns all key-values in that row that have the same timestamp. If the row does not
contain the specified column, none of the key-values in that row will be returned.

The filter can also take an optional boolean argument, dr opDependent Col um. If set to t r ue, the column used
for the filter does not get returned.

The filter can also take two more additional optional arguments, a compare operator and a value comparator,
which are further checks in addition to the family and qualifier. If the dependent column is found, its value should
also pass the value check. If it does pass the value check, only then is its timestamp taken into consideration.

Syntax: Dependent Col umFilter (‘<famly>, ‘<qualifier>", <bool ean> <conpare operator>,
‘ <val ue conparator’)

Dependent Col umFilter (‘<famly>, ‘<qualifier>, <bool ean>)
Dependent Col umFilter (‘<family>, ‘<qualifier>")

Exanpl e: Dependent ColumFilter (‘conf’, ‘blacklist’, false, >= ‘zebra')
Dependent Col umFilter (‘conf’, ‘blacklist’, true)
Dependent Col umFilter (‘conf’, ‘blacklist’)

¢ SingleColumnValueFilter - takes a column family, a qualifier, a compare operator and a comparator. If the specified
column is not found, all the columns of that row will be emitted. If the column is found and the comparison with
the comparator returns t r ue, all the columns of the row will be emitted. If the condition fails, the row will not
be emitted.

This filter also takes two additional optional boolean arguments, fi | t er I f Col unmM ssi ng and
set Lat est Versi onOnl y.

IfthefilterlfCol umM ssi ng flagis set totrue, the columns of the row will not be emitted if the specified
column to check is not found in the row. The default value is f al se.

If the set Lat est Ver si onOnl y flagis set to f al se, it will test previous versions (timestamps) in addition to the
most recent. The default value ist r ue.



These flags are optional and dependent on each other. You must set neither or both of them together.

Syntax: SingleColumVal ueFilter (‘<famly>, ‘<qualifier>", <comnpare operator>,
‘<conparator>', <filterlfColumM ssing_bool ean>, <l atest_versi on_bool ean>)
Syntax: SingleCol umVal ueFilter (‘<famly>, ‘<qualifier>", <compare operator>,

‘ <conpar at or>")

Exanpl e: Singl eCol umVal ueFilter (‘Fam|yA , ‘Columl’, <=, ‘abc’, true, false)
Exanpl e: Si ngl eCol umVal ueFilter ('Fam|lyA , ‘Columl’, <=, ‘abc’)

¢ SingleColumnValueExcludeFilter - takes the same arguments and behaves same as Si ngl eCol umVal ueFi | ter.
However, if the column is found and the condition passes, all the columns of the row will be emitted except for
the tested column value.

Syntax: Singl eCol umVal ueExcl udeFilter (<famly>, <qualifier> <conpare operators>,
<conparat or>, <l atest_version_bool ean>, <filterlfColumM ssing_bool ean>)

Syntax: Singl eCol umVal ueExcl udeFilter (<famly>, <qualifier>, <conpare operator>
<conpar at or >)

Exanpl e: Si ngl eCol umVal ueExcl udeFilter (‘Fam|lyA , ‘Columl’, ‘<=, ‘abc’, ‘false’,
‘true’)
Exanpl e: Si ngl eCol utmVal ueExcl udeFilter (‘Fam|lyA, *Columl’, ‘<=, ‘abc’)

¢ ColumnRangefFilter - takes either mi nCol urm, maxCol umm, or both. Returns only those keys with columns that
are between m nCol unm and maxCol um. It also takes two boolean variables to indicate whether to include the
m nCol umm and maxCol um or not. If you don’t want to set the mi nCol umm or the maxCol umm, you can pass in
an empty argument.

Syntax: Col umRangeFilter ('<minColum >, <mi nCol uml nclusive_bool >, ' <maxCol uim>’,
<maxCol uml ncl usi ve_bool >)

Exanpl e: Col umRangeFilter (‘abc’, true, ‘xyz', false)

e Custom Filter - You can create a custom filter by implementing the Filter class. The JAR must be available on all
RegionServers.

HBase Shell Example

This example scans the 'users' table for rows where the contents of the cf : nane column equals the string 'abc'.

hbase> scan 'users', { FILTER => Singl eCol umVal ueFilter. new(Bytes.toBytes('cf'),
Bytes.toBytes(' nane'), ConpareFilter:: ConpareQOp.val ued (' EQUAL' ),
Bi nar yConpar at or. newm Byt es.t oBytes('abc')))}

Java APl Example

This example, taken from the HBase unit test found in
hbase- server/src/test/javal org/ apache/ hadoop/ hbase/filter/ Test Si ngl eCol umVal ueFil ter.java
, shows how to use the Java API to implement several different filters..

/**

*

* Licensed to the Apache Software Foundation (ASF) under one

* or nore contributor |license agreenents. See the NOTICE file
* distributed with this work for additional information

* regarding copyright ownership. The ASF licenses this file

* to you under the Apache License, Version 2.0 (the

* "License"); you may not use this file except in conpliance

* with the License. You may obtain a copy of the License at

*

* http://ww. apache. org/|icenses/ LI CENSE- 2. 0

*

* Unl ess required by applicable |aw or agreed to in witing, software
*

distributed under the License is distributed on an "AS | S" BASI S,


http://hbase.apache.org/apidocs/org/apache/hadoop/hbase/filter/Filter.html

* W THOUT WARRANTI ES OR CONDI TI ONS OF ANY KIND, either express or

i mpli ed.

* See the License for the specific |anguage governing perm ssions and

* |imtations under the License.
*/
package org. apache. hadoop. hbase.filter;

import static org.junit.Assert.assertFal se;
import static org.junit.Assert.assertTrue;

i mport java.util.regex. Pattern;

i mport org. apache. hadoop. hbase. KeyVal ue;

i mport org. apache. hadoop. hbase. Smal | Test s;

i mport org. apache. hadoop. hbase. fil ter. ConpareFi | ter. Conpar eOp;
i mport org. apache. hadoop. hbase. util . Bytes;

import org.junit.Before;

i mport org.junit. Test;

i mport org.junit.experinmental.categories. Category;

/**
* Tests the value filter

*/

@Cat egory( Smal | Test s. cl ass)

public class TestSingl eCol umVal ueFilter {
private static final byte[] ROWN= Bytes.toBytes("test");
private stati
private stati
private stati
private stati

final byte[] VAL_1

_ Byt es.toBytes("a");
final byte[] VAL_2

Byt es. t oByt es("ab");
private static final byte[] VAL_3 Byt es.t oByt es("abc");
private static final byte[] VAL_4 Byt es. t oByt es("abcd");
private static final byte[] FULLSTRING 1 =

Byt es. t oByt es(" The quick brown fox junps over the lazy dog.");
private static final byte[] FULLSTRING 2 =

Byt es.toBytes("The slow grey fox trips over the |lazy dog.");
private static final String QU CK SUBSTR = "qui ck";
private static final String QU CK_ REGEX = ".+qui ck. +";

e NeNeNeNeNe)

final byte[] COLUMN FAMLY = Bytes.toBytes("test")
final byte [] COLUVWN_QUALI FI ER = Bytes.toBytes("foo");

private static final Pattern QU CK PATTERN = Pattern.conpile("QlcK",

Pat t ern. CASE_| NSENSI TI VE | Pattern. DOTALL);

Filter basicFilter;

Filter nullFilter;

Filter substrFilter;
Filter regexFilter;

Filter regexPatternFilter;

@Bef ore
public void setUp() throws Exception {
basi cFilter = basicFilterNew();
nullFilter = nullFilterNew);
substrFilter = substrFilterNew();
regexFilter = regexFilterNew();
regexPatternFilter = regexFilter New QU CK_PATTERN);

}
private Filter basicFilterNew)

return new Si ngl eCol umVal ueFi | t er (COLUMN_FAM LY, COLUMN_QUALI FI ER,

Conpar eQp. GREATER_OR_EQUAL, VAL_2);

private Filter nullFilterNew()

{
return new Singl eCol umVal ueFi | ter (COLUMN_FAM LY, COLUWMN_QUALI FI ER,

Compar eOp. NOT_EQUAL,
new Nul | Conparator());
}

private Filter substrFilterNew)

{
return new Singl eCol umVal ueFi | ter (COLUMN_FAM LY, COLUWMN_QUALI FI ER,

Compar eOp. EQUAL,
new Subst ri ngConpar at or (QUI CK_SUBSTR) ) ;

}
private Filter regexFilterNew) {



return new Si ngl eCol umVal ueFi |t er (COLUMWN_FAM LY, COLUMN_QUALI FI ER,

Conpar eOp. EQUAL,
new RegexSt ri ngConpar at or ( QUI CK_REGEX) ) ;

private Filter regexFilterNew(Pattern pattern) {

}

return new Si ngl eCol umVal ueFi | t er (COLUMWN_FAM LY, COLUMN_QUALI FI ER,

Conpar eOp. EQUAL,
new RegexStringConparator(pattern.pattern(), pattern.flags()));

private void basicFilterTests(SingleColumValueFilter filter)

throws Exception {
KeyVal ue kv = new KeyVal ue(RON COLUWN _FAM LY, COLUWN _QUALIFIER, VAL_2);
assertTrue("basicFilterl", filter.filterKeyVal ue(kv) == Filter.ReturnCode. | NCLUDE) ;

kv = new KeyVal ue(RON COLUWN_FAM LY, COLUWN QUALI FI ER, VAL_3);
assert True("basicFilter2", filter.filterKeyValue(kv) == Filter. ReturnCode. | NCLUDE);

kv = new KeyVal ue( ROW COLUWN FAM LY, COLUWN QUALI FI ER, VAL_4);
assert True("basicFilter3", filter.filterKeyVal ue(kv) == Filter.ReturnCode. | NCLUDE) ;

assert Fal se("basicFilterNotNulI", filter.filterRow));

filter.reset();

kv = new KeyVal ue(RON COLUVN_FAM LY, COLUWN QUALI FI ER, VAL_1);
assertTrue("basicFilter4", filter.filterKeyVal ue(kv) == Filter.ReturnCode. NEXT_ROW ;

kv = new KeyVal ue( ROW COLUWN FAM LY, COLUWN QUALI FI ER, VAL _2);
assert True("basicFilter4", filter.filterKeyVal ue(kv) == Filter.ReturnCode. NEXT_ROW ;

assert Fal se("basicFilterA | Remai ning", filter.filterAllRemaining());

assert True("basicFilterNotNull", filter.filterRow());

filter.reset();

filter.setlLatestVersi onOnly(false);

kv = new KeyVal ue(RON COLUVN_FAM LY, COLUWN QUALI FI ER, VAL_1);

assert True("basicFilter5", filter.filterKeyValue(kv) == Filter. ReturnCode. | NCLUDE);

kv = new KeyVal ue( ROW COLUWN FAM LY, COLUWN QUALI FI ER, VAL _2);
assert True("basicFilter5", filter.filterKeyVal ue(kv) == Filter.ReturnCode. | NCLUDE) ;

assert Fal se("basicFilterNotNull", filter.filterRow));

private void nullFilterTests(Filter filter) throws Exception {

}

((SingleColumVal ueFilter) filter).setFilterlfM ssing(true);

KeyVal ue kv = new KeyVal ue(RON COLUWMN_FAM LY, COLUWN QUALIFI ER, FULLSTRING 1);
assertTrue("null 1", filter.filterKeyVal ue(kv) == Filter.ReturnCode.| NCLUDE);
assertFal se("null 1FilterRow', filter.filterRow));

filter.reset();

kv = new KeyVal ue(RON COLUWN_FAM LY, Bytes.toBytes("qual2"), FULLSTRI NG 2);
assertTrue("nul 12", filter.filterKeyVal ue(kv) == Filter.ReturnCode.| NCLUDE);
assert True("null 2FilterRow', filter.filterRow));

private void substrFilterTests(Filter filter)

}

throws Exception {
KeyVal ue kv = new KeyVal ue(RON COLUWN_FAM LY, COLUWN_QUALI FI ER,
FULLSTRI NG 1) ;
assert True("substrTrue",
filter.filterKeyVal ue(kv) == Filter.ReturnCode. | NCLUDE);
kv = new KeyVal ue( ROW COLUWN_FAM LY, COLUWN_QUALI FI ER,
FULLSTRI NG_2) ;

assert True("substrFal se", filter.filterKeyVal ue(kv) == Filter.ReturnCode. | NCLUDE);
assert Fal se("substrFilterAll Remaining", filter.filterA | Remaining());
assert Fal se("substrFilterNotNull", filter.filterRow));

private void regexFilterTests(Filter filter)

throws Exception {

KeyVal ue kv = new KeyVal ue(RON COLUMN_FAM LY, COLUWMN_QUALI FI ER,
FULLSTRI NG _1) ;

assert True("regexTrue",
filter.filterKeyVal ue(kv) == Filter.ReturnCode. | NCLUDE);



kv = new KeyVal ue(ROW COLUVWN_FAM LY, CCOLUWN_QUALI FI ER,
FULLSTRI NG _2) ;

assert True("regexFal se", filter.filterKeyVal ue(kv) == Filter.ReturnCode.|NCLUDE);
assert Fal se("regexFilter Al |l Remai ning", filter.filter Al Remaining());
assert Fal se("regexFilterNotNulI", filter.filterRow));

}

private void regexPatternFilterTests(Filter filter)
throws Exception {
KeyVal ue kv = new KeyVal ue(RON COLUMN_FAM LY, COLUWN_QUALI FI ER,
FULLSTRI NG _1) ;
assert True("regexTrue",

filter.filterKeyVal ue(kv) == Filter.ReturnCode. | NCLUDE);
assert Fal se("regexFilter Al Remai ning", filter.filter Al Remaining());
assert Fal se("regexFilterNotNul I", filter.filterRow));

}

private Filter serializationTest(Filter filter)
throws Exception {
/1 Deconpose filter to bytes.
byte[] buffer = filter.toByteArray();

/1l Reconpose filter.
Filter newFilter = SingleColumVal ueFilter.parseFronbuffer);
return newFilter;
}
/**
* Tests identification of the stop row
* @hrows Exception
*/
@est
public void testStop() throws Exception {
basi cFil ter Tests((Si ngl eCol umVal ueFilter) basicFilter);
null FilterTests(nullFilter);
substrFilterTests(substrFilter);
regexFil terTests(regexFilter);
regexPatternFilterTests(regexPatternFilter);
}
/**
* Tests serialization
* @hrows Exception
*/
@rest
public void testSerialization() throws Exception {
Filter newFilter = serializationTest(basicFilter);
basi cFil ter Test s((Si ngl eCol umVal ueFil ter)newFilter);
newFilter = serializationTest(nullFilter);
null FilterTests(newFilter);
newFilter = serializationTest(substrFilter);
substrFilterTests(newrilter);
newFilter = serializationTest(regexFilter);
regexFilterTests(newFilter);
newFilter = serializationTest(regexPatternFilter);
regexPatternFilterTests(newFilter);

Writing Data to HBase

To write data to HBase, you use methods of the HTabl el nt er f ace class. You can use the Java API directly, or use
the HBase Shell, the REST API, the Thrift API, , or another client which uses the Java API indirectly. When you issue a
Put, the coordinates of the data are the row, the column, and the timestamp. The timestamp is unique per version of
the cell, and can be generated automatically or specified programmatically by your application, and must be a long
integer.

Variations on Put

There are several different ways to write data into HBase. Some of them are listed below.



e A Put operation writes data into HBase.

e ADel et e operation deletes data from HBase. What actually happens during a Delete depends upon several
factors.

e A CheckAndPut operation performs a Scan before attempting the Put , and only does the Put if a value matches
what is expected, and provides row-level atomicity.

e A CheckAndDel et e operation performs a Scan before attempting the Del et e, and only does the Del et e if a
value matches what is expected.

e Anlncrenment operation increments values of one or more columns within a single row, and provides row-level
atomicity.

Refer to the APl documentation for a full list of methods provided for writing data to HBase.Different methods require
different access levels and have other differences.

Versions

When you put data into HBase, a timestamp is required. The timestamp can be generated automatically by the
RegionServer or can be supplied by you. The timestamp must be unique per version of a given cell, because the
timestamp identifies the version. To modify a previous version of a cell, for instance, you would issue a Put with a
different value for the data itself, but the same timestamp.

HBase's behavior regarding versions is highly configurable. The maximum number of versions defaults to 1 in CDH 5,
and 3 in previous versions. You can change the default value for HBase by configuring hbase. col urm. max. ver si on
in hbase-si t e. xnl, either using an advanced configuration snippet if you use Cloudera Manager, or by editing the
file directly otherwise.

You can also configure the maximum and minimum number of versions to keep for a given column, or specify a default
time-to-live (TTL), which is the number of seconds before a version is deleted. The following examples all use al t er
statements in HBase Shell to create new column families with the given characteristics, but you can use the same
syntax when creating a new table or to alter an existing column family. This is only a fraction of the options you can
specify for a given column family.

hbase> alter ‘t1 , NAME => ‘f1 , VERSIONS => 5
hbase> alter ‘t1 , NAME => ‘f1 , MN_VERSIONS => 2
hbase> alter ‘t1 , NAME => ‘f1 , TTL => 15

HBase sorts the versions of a cell from newest to oldest, by sorting the timestamps lexicographically. When a version
needs to be deleted because a threshold has been reached, HBase always chooses the "oldest" version, even if it is in
fact the most recent version to be inserted. Keep this in mind when designing your timestamps. Consider using the
default generated timestamps and storing other version-specific data elsewhere in the row, such as in the row key. If
M N_VERSI ONS and TTL conflict, M N_VERSI ONS takes precedence.

Deletion

When you request for HBase to delete data, either explicitly using a Delete method or implicitly using a threshold such
as the maximum number of versions or the TTL, HBase does not delete the data immediately. Instead, it writes a
deletion marker, called a tombstone, to the HFile, which is the physical file where a given RegionServer stores its region
of a column family. The tombstone markers are processed during major compaction operations, when HFiles are
rewritten without the deleted data included.

Even after major compactions, "deleted" data may not actually be deleted. You can specify the KEEP_DELETED CELLS
option for a given column family, and the tombstones will be preserved in the HFile even after major compaction. One
scenario where this approach might be useful is for data retention policies.

Another reason deleted data may not actually be deleted is if the data would be required to restore a table from a
snapshot which has not been deleted. In this case, the data is moved to an archive during a major compaction, and
only deleted when the snapshot is deleted. This is a good reason to monitor the number of snapshots saved in HBase.



Examples

This abbreviated example writes data to an HBase table using HBase Shell and then scans the table to show the result.

hbase> put 'test', 'rowl', 'cf:a', 'valuel
0 row(s) in 0.1770 seconds
hbase> put 'test', 'row2', 'cf:b', 'value2
0 row(s) in 0.0160 seconds
hbase> put 'test', 'rowd', 'cf:c', 'value3
0 row(s) in 0.0260 seconds
hbase> scan 'test’
ROW COLUWMN+CELL
r owl col um=cf:a, tinestanp=1403759475114, val ue=val uel

ti
r ow2 col um=cf: b, timestanp=1403759492807, val ue=val ue2
rows col um=cf:c, tinestanp=1403759503155, val ue=val ue3
3 row(s) in 0.0440 seconds

This abbreviated example uses the HBase API to write data to an HBase table, using the automatic timestamp created
by the Region Server.

publicstaticfinal byte[] CF = "cf".getBytes();
publicstaticfinal byte[] ATTR = "attr". getBytes();

Put put = new Put (Bytes.toBytes(row));
put.add(CF, ATTR, Bytes.toBytes( data));
ht abl e. put (put);

This example uses the HBase API to write data to an HBase table, specifying the timestamp.

publicstaticfinal byte[] CF = "cf".getBytes();
publicstaticfinal byte[] ATTR = "attr". getBytes();

Put put = new Put( Bytes toBytes(row);

| ong expl icitTinelnMs = 555; // just an exanple
put.add(CF, ATTR, explici tTi el nMs, Bytes.toBytes(data));
ht abl e. put (put);

Further Reading

e Referto the HTableInterface and HColumnDescriptor APl documentation for more details about configuring tables
and columns, as well as reading and writing to HBase.

¢ Refer to the Apache HBase Reference Guide for more in-depth information about HBase, including details about
versions and deletions not covered here.

Importing Data Into HBase
The method you use for importing data into HBase depends on several factors:

¢ The location, size, and format of your existing data

e Whether you need to import data once or periodically over time

e Whether you want to import the data in bulk or stream it into HBase regularly
e How fresh the HBase data needs to be

This topic helps you choose the correct method or composite of methods and provides example workflows for each
method.

Always run HBase administrative commands as the HBase user (typically hbase).
Choosing the Right Import Method
If the data is already in an HBase table:

e To move the data from one HBase cluster to another, use snapshot and either the cl one_snapshot or
Expor t Snapshot utility; or, use the CopyTabl e utility.
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¢ To move the data from one HBase cluster to another without downtime on either cluster, use replication.

¢ To migrate data between HBase version that are not wire compatible, such as from CDH 4 to CDH 5, see Importing
HBase Data From CDH 4 to CDH 5 on page 127.

If the data currently exists outside HBase:

e If possible, write the data to HFile format, and use a BulkLoad to import it into HBase. The data is immediately
available to HBase and you can bypass the normal write path, increasing efficiency.

¢ If you prefer not to use bulk loads, and you are using a tool such as Pig, you can use it to import your data.

If you need to stream live data to HBase instead of import in bulk:

e Write a Java client using the Java API, or use the Apache Thrift Proxy APl to write a client in a language supported
by Thrift.

e Stream data directly into HBase using the REST Proxy APl in conjunction with an HTTP client such aswget orcurl .

e Use Flume or Spark.

Most likely, at least one of these methods works in your situation. If not, you can use MapReduce directly. Test the
most feasible methods with a subset of your data to determine which one is optimal.

Using CopyTable

CopyTabl e uses HBase read and write paths to copy part or all of a table to a new table in either the same cluster or
a different cluster. CopyTabl e causes read load when reading from the source, and write load when writing to the
destination. Region splits occur on the destination table in real time as needed. To avoid these issues, use snapshot
and export commands instead of CopyTabl e. Alternatively, you can pre-split the destination table to avoid excessive
splits. The destination table can be partitioned differently from the source table. See this section of the Apache HBase
documentation for more information.

Edits to the source table after the CopyTabl e starts are not copied, so you may need to do an additional CopyTabl e
operation to copy new data into the destination table. Run CopyTabl e as follows, using - - hel p to see details about
possible parameters.

$ ./bin/hbase org. apache. hadoop. hbase. mapr educe. CopyTabl e --hel p
Usage: CopyTable [general options] [--starttime=X] [--endtinme=Y] [--new. name=NEW
[--peer.adr=ADR] <tabl enane>

Thestarttime/endti me and st art r ow/endr ow pairs function in a similar way: if you leave out the first of the pair,
the first timestamp or row in the table is the starting point. Similarly, if you leave out the second of the pair, the
operation continues until the end of the table. To copy the table to a new table in the same cluster, you must specify
- - new. nane, unless you want to write the copy back to the same table, which would add a new version of each cell
(with the same data), or just overwrite the cell with the same value if the maximum number of versions is set to 1 (the
default in CDH 5). To copy the table to a new table in a different cluster, specify - - peer . adr and optionally, specify
a new table name.

The following example creates a new table using HBase Shell in non-interactive mode, and then copies data in two
ColumnFamilies in rows starting with timestamp 1265875194289 and including the last row before the CopyTable
started, to the new table.

$ echo create 'NewTestTable', 'cfl', 'cf2', 'cf3" | bin/hbase shell --non-interactive
$ bi n/ hbase org. apache. hadoop. hbase. mapr educe. CopyTabl e --startti mne=1265875194289
--famlies=cfl,cf2 cf3 --new nane=NewTest Tabl e Test Tabl e

In CDH 5, snapshots are recommended instead of CopyTable for most situations.
Importing HBase Data From CDH 4 to CDH 5

CDH 4 and CDH 5 are not wire-compatible, so import methods such as CopyTable will not work. Instead, you can use
separate export and import operations using di st cp, or you can copy the table's HFiles using HDFS utilities and upgrade
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the HFiles in place. The first option is preferred unless the size of the table is too large to be practical and the export
or import will take too long. The import/export mechanism gives you flexibility and allows you to run exports as often
as you need, for an ongoing period of time. This would allow you to test CDH 5 with your production data before
finalizing your upgrade, for instance.

Import and Export Data Using DistCP

1. Both Import and Export applications have several command-line options which you can use to control their
behavior, such as limiting the import or export to certain column families or modifying the output directory. Run
the commands without arguments to view the usage instructions. The output below is an example, and may be
different for different HBase versions.

$ bi n/ hbase org. apache. hadoop. hbase. mapr educe. | npor t

Usage: |Inport [options] <tabl ename> <inputdir>
By default Inport will load data directly into HBase. To instead generate
HFil es of data to prepare for a bulk data | oad, pass the option:
- Di nport. bul k. out put =/ pat h/ f or / out put
To apply a generic org.apache. hadoop. hbase.filter.Filter to the input, use
-Dinmport.filter.class=<nanme of filter class>
-Dinport.filter.args=<comma separated |list of args for filter
NOTE: The filter will be applied BEFORE doi ng key renanmes using the
HBASE_| MPORTER_RENAME_CFS property. Futher, filters will only use the
Filter#filterRowKey(byte[] buffer, int offset, int length) nmethod to identify
whet her the current row needs to be ignored conpletely
for processing and Filter#filterKeyVal ue(KeyValue) nmethod to determine if the
KeyVal ue shoul d be added; Filter. ReturnCode#l NCLUDE
and #| NCLUDE_AND NEXT_COL will be considered as including the KeyVal ue.
To inmport data exported from HBase 0.94, use
- Dhbase. i nport. versi on=0. 94
For performance consider the follow ng options:
- Dmapr educe. map. specul ati ve=fal se
- Dmapr educe. reduce. specul ati ve=f al se
-Di nmport.wal . durability=<Used while witing data to hbase. Allowed val ues
are the supported durability values |ike SKIP_WAL/ ASYNC WAL/ SYNC WAL/ ... >

$ /usr/bin/hbase org. apache. hadoop. hbase. mapr educe. Export

ERROR. W ong numnber of arguments: 0O
Usage: Export [-D <property=val ue>]* <tabl ename> <outputdir> [<versions> [<starttine>
[<endtine>]] ["*[regex pattern] or [Prefix] to filter]]

Note: -D properties will be applied to the conf used.
For exanpl e:
- D mapreduce. out put. fil eout putformat. conpress=true
-D
mapr educe. out put . fi |l eout put f or mat . conpr ess. codec=or g. apache. hadoop. i 0. conpr ess. &i pCodec

- D mapreduce. out put. fil eout putformat. conpress.type=BLOCK
Additionally, the follow ng SCAN properties can be specified
to control/limt what is exported..

- D hbase. mapreduce. scan. col um. fam | y=<f am | yNane>

- D hbase. mapreduce. i ncl ude. del et ed. rows=t r ue

- D hbase. mapr educe. scan. r ow. st art =<ROANSTART>

- D hbase. mapr educe. scan. r ow. st op=<ROANSTOP>

For performance consider the follow ng properties:

- Dhbase. cl i ent. scanner. cachi ng=100

- Dmapr educe. map. specul ati ve=f al se

- Dmapr educe. reduce. specul ati ve=f al se

For tables with very wide rows consider setting the batch size as bel ow

- Dhbase. export. scanner. bat ch=10

2. On the CDH 4 cluster, export the contents of the table to sequence files in a given directory using a command like
the following.

$ sudo -u hdfs hbase org. apache. hadoop. hbase. mapr educe. Export <t abl ename>
/export_directory



The sequence files are located in the / export _di r ect ory directory.

3. Copy the contents of / export _di rect ory to the CDH 5 cluster using di st cp or through a filesystem accessible
from nodes on both clusters. If you use distcp, the following is an example command.

$ sudo -u hdfs hadoop distcp -p -update -skipcrccheck
hft p:// cdh4- namenode: port/export _directory hdfs://cdh5-namenode/i nport _directory

4. Create the table on the CDH 5 cluster using HBase Shell. Column families must be identical to the table on the
CDH 4 cluster.
5. Import the sequence file into the newly-created table.

$ sudo -u hdfs hbase -Dhbase. i nport. version=0.94 org. apache. hadoop. hbase. mapr educe. | nport
tl /inport_directory

Copy and Upgrade the HFiles

If exporting and importing the data is not feasible because of the size of the data or other reasons, or you know that
the import will be a one-time occurrence, you can copy the HFiles directly from the CDH 4 cluster's HDFS filesystem
to the CDH 5 cluster's HDFS filesystem, and upgrade the HFiles in place.

Warning: Only use this procedure if the destination cluster is a brand new HBase cluster with empty
tables, and is not currently hosting any data. If this is not the case, or if you are unsure, contact Cloudera
Support before following this procedure.

1. Use the di st cp command on the CDH 5 cluster to copy the HFiles from the CDH 4 cluster.

$ sudo -u hdfs hadoop distcp -p -update -skipcrccheck
webhdf s: // cdh4- namenode: htt p- port/ hbase hdfs://cdh5-nanenode: r pc-port/hbase

2. In the destination cluster, upgrade the HBase tables. In Cloudera Manager, go to Cluster > HBase and choose
Upgrade HBase from the Action menu. This checks that the HBase tables can be upgraded, and then upgrades
them.

3. Start HBase on the CDH 5 cluster. The upgraded tables are available. Verify the data and confirm that no errors
are logged.

Using Snapshots

As of CDH 4.7, Cloudera recommends snapshots instead of CopyTable where possible. A snapshot captures the state
of a table at the time the snapshot was taken. Because no data is copied when a snapshot is taken, the process is very
quick. As long as the snapshot exists, cells in the snapshot are never deleted from HBase, even if they are explicitly
deleted by the API. Instead, they are archived so that the snapshot can restore the table to its state at the time of the
snapshot.

After taking a snapshot, use the cl one_snapshot command to copy the data to a new (immediately enabled) table
in the same cluster, or the Export utility to create a new table based on the snapshot, in the same cluster or a new
cluster. This is a copy-on-write operation. The new table shares HFiles with the original table until writes occur in the
new table but not the old table, or until a compaction or split occurs in either of the tables. This can improve performance
in the short term compared to CopyTable.

To export the snapshot to a new cluster, use the Expor t Snapshot utility, which uses MapReduce to copy the snapshot
to the new cluster. Run the Expor t Snapshot utility on the source cluster, as a user with HBase and HDFS write
permission on the destination cluster, and HDFS read permission on the source cluster. This creates the expected
amount of 10 load on the destination cluster. Optionally, you can limit bandwidth consumption, which affects 10 on
the destination cluster. After the ExportSnapshot operation completes, you can see the snapshot in the new cluster
using the | i st _snapshot command, and you can use the cl one_snapshot command to create the table in the
new cluster from the snapshot.



For full instructions for the snapshot and cl one_snapshot HBase Shell commands, run the HBase Shell and type
hel p snapshot . The following example takes a snapshot of a table, uses it to clone the table to a new table in the
same cluster, and then uses the Expor t Snapshot utility to copy the table to a different cluster, with 16 mappers and
limited to 200 Mb/sec bandwidth.

$ bi n/ hbase shel |
hbase( mai n): 005: 0> snapshot ' Test Table', ' Test Tabl eSnapshot"
0 row(s) in 2.3290 seconds

hbase(mai n): 006: 0> cl one_snapshot ' Test Tabl eSnapshot', ' NewTest Tabl e’
0 row(s) in 1.3270 seconds

hbase(mai n): 007: 0> descri be ' NewTest Tabl e'
DESCRI PTI ON ENABLED
' NewTest Tabl e', {NAME => 'cf1l', DATA BLOCK ENCODI NG true
=> 'NONE', BLOOWFI LTER => ' ROW, REPLI CATI ON_SCOPE
=>"'0", VERSIONS => '1', COVPRESSION => 'NONE', M
N VERSIONS => '0', TTL => 'FOREVER , KEEP DELETED C
ELLS => 'fal se', BLOCKSIZE => '65536', | N_MEMORY =>
‘false', BLOCKCACHE => '"true'}, {NAME => 'cf2', DA
TA BLOCK_ENCODI NG => ' NONE', BLOOWFI LTER => ' ROW,
REPLI CATI ON_SCOPE => '0', VERSIONS => '1', COWPRESS
ION => "NONE', M N VERSIONS => '0', TTL => ' FOREVER
', KEEP_DELETED CELLS => 'false', BLOCKSIZE => '655
36', IN.MEMORY => 'false', BLOCKCACHE => 'true'}
1 row(s) in 0.1280 seconds
hbase( nai n): 008: 0> qui t

$ hbase org. apache. hadoop. hbase. snapshot . Export Snapshot -snapshot Test Tabl eSnapshot
-copy-to file:///tmp/ hbase -nmappers 16 -bandw dth 200
14/ 10/ 28 21:48:16 | NFO snapshot . Export Snapshot: Copy Snapshot Manifest
14/ 10/ 28 21:48:17 INFO client.RWMProxy: Connecting to ResourceManager at
hbase- 21. exanpl e. com 10. 20. 188. 121: 8032
14/ 10/ 28 21:48:19 | NFO snapshot . Export Snapshot: Loadi ng Shapshot ' Test Tabl eSnapshot’
hfile Iist
14/ 10/ 28 21:48:19 I NFO Configuration.deprecation: hadoop.native.lib is deprecated.
Instead, use io.native.lib.available
14/ 10/ 28 21:48:19 INFO util.FSVisitor: No | ogs under
directory: hdfs://hbase-21. exanpl e. com 8020/ hbase/ . hbase- snapshot / Test Tabl eSnapshot / WALs
14/ 10/ 28 21:48:20 | NFO mapr educe. JobSubmi tter: nunber of splits:0
14/ 10/ 28 21:48: 20 | NFO nmapr educe. JobSubmitter: Submitting tokens for job:
job_1414556809048_0001
14/ 10/ 28 21:48:20 INFO inpl.YarnCientlnpl: Submtted application
appl i cation_1414556809048_0001
14/ 10/ 28 21:48:20 | NFO nmapr educe. Job: The url to track the job:
http://hbase-21. exanpl e. com 8088/ proxy/ appl i cati on_1414556809048_0001/
14/ 10/ 28 21:48: 20 | NFO nmapr educe. Job: Running job: job_1414556809048_0001
14/ 10/ 28 21:48:36 | NFO mapr educe. Job: Job job_1414556809048_0001 runni ng i n uber node
. false
14/ 10/ 28 21:48:36 | NFO mapreduce. Job: nmap 0% reduce 0%
14/ 10/ 28 21:48: 37 | NFO mapr educe. Job: Job job_1414556809048_0001 conpl et ed successful ly
14/ 10/ 28 21:48: 37 | NFO mapr educe. Job: Counters: 2

Job Counters

Total tine spent by all maps in occupied slots (ns)=0
Total tine spent by all reduces in occupied slots (ns)=0

14/ 10/ 28 21:48: 37 | NFO snapshot . Export Snapshot: Finalize the Snapshot Export
14/ 10/ 28 21:48: 37 | NFO snapshot . Export Snapshot: Verify snapshot integrity
14/ 10/ 28 21:48: 37 | NFO Confi guration. deprecati on: fs.default.name is deprecated. |nstead,

use fs.defaul tFS
14/ 10/ 28 21:48: 37 | NFO snapshot . Export Snapshot: Export Conpl eted: Test Tabl eSnapshot

The bold italic line contains the URL from which you can track the Expor t Snapshot job. When it finishes, a new set
of HFiles, comprising all of the HFiles that were part of the table when the snapshot was taken, is created at the HDFS
location you specified.

You can use the Snapshot | nf o command-line utility included with HBase to verify or debug snapshots.



Using BulkLoad

HBase uses the well-known HFile format to store its data on disk. In many situations, writing HFiles programmatically
with your data, and bulk-loading that data into HBase on the RegionServer, has advantages over other data ingest
mechanisms. BulkLoad operations bypass the write path completely, providing the following benefits:

¢ The datais available to HBase immediately but does cause additional load or latency on the cluster when it appears.
¢ BulkLoad operations do not use the write-ahead log (WAL) and do not cause flushes or split storms.
¢ BulkLoad operations do not cause excessive garbage collection.

E,’ Note: Because they bypass the WAL, BulkLoad operations are not propagated between clusters
using replication. If you need the data on all replicated clusters, you must perform the BulkLoad
on each cluster.

If you use BulkLoads with HBase, your workflow is similar to the following:

1. Extract your data from its existing source. For instance, if your data is in a MySQL database, you might run the
nysql dunp command. The process you use depends on your data. If your data is already in TSV or CSV format,
skip this step and use the included | npor t Tsv utility to process your data into HFiles. See the ImportTsv
documentation for details.

2. Process your data into HFile format. See http://hbase.apache.org/book.html#_hfile_format_2 for details about
HFile format. Usually you use a MapReduce job for the conversion, and you often need to write the Mapper
yourself because your data is unique. The job must to emit the row key as the Key, and either a KeyVal ue, a Put,
or a Del et e as the Val ue. The Reducer is handled by HBase; configure it using
HFileOutputFormat.configurelncrementalLoad() and it does the following:

¢ Inspects the table to configure a total order partitioner
Uploads the partitions file to the cluster and adds it to the Di st ri but edCache
Sets the number of r educe tasks to match the current number of regions

Sets the output key/value class to match HFi | eQut put For mat requirements
Sets the Reducer to perform the appropriate sorting (either KeyVal ueSor t Reducer or Put Sort Reducer)

3. One HFile is created per region in the output folder. Input data is almost completely re-written, so you need
available disk space at least twice the size of the original data set. For example, for a 100 GB output from
nysql dunp, you should have at least 200 GB of available disk space in HDFS. You can delete the original input
file at the end of the process.

4. Load the files into HBase. Use the Loadl ncr enent al HFi | es command (more commonly known as the
completebulkload tool), passing it a URL that locates the files in HDFS. Each file is loaded into the relevant region
on the RegionServer for the region. You can limit the number of versions that are loaded by passing the
--versions= N option, where N isthe maximum number of versions to include, from newest to oldest
(largest timestamp to smallest timestamp).

If a region was split after the files were created, the tool automatically splits the HFile according to the new
boundaries. This process is inefficient, so if your table is being written to by other processes, you should load as
soon as the transform step is done.

The following illustration shows the full BulkLoad process.
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Extra Steps for BulkLoad With Encryption Zones

When using BulkLoad to import data into HBase in the a cluster using encryption zones, the following information is
important.

¢ Both the staging directory and the directory into which you place your generated HFiles need to be within HBase's
encryption zone (generally under the / hbase directory). Before you can do this, you need to change the permissions
of / hbase to be world-executable but not world-readable (r wx- - x- - X, or numeric mode 711).

¢ You also need to configure the HMaster to set the permissions of the HBase root directory correctly. If you use
Cloudera Manager, edit the Master Advanced Configuration Snippet (Safety Valve) for hbase-site.xml. Otherwise,
edit hbase-site.xml on the HMaster. Add the following:

<property>
<nanme>hbase. root di r. per ns</ nane>
<val ue>711</ val ue>

</ property>

If you skip this step, a previously-working BulkLoad setup will start to fail with permission errors when you restart
the HMaster.

Use Cases for BulkLoad

¢ Loading your original dataset into HBase for the first time - Your initial dataset might be quite large, and bypassing
the HBase write path can speed up the process considerably.

¢ Incremental Load - To load new data periodically, use BulkLoad to import it in batches at your preferred intervals.
This alleviates latency problems and helps you to achieve service-level agreements (SLAs). However, one trigger
for compaction is the number of HFiles on a RegionServer. Therefore, importing a large number of HFiles at
frequent intervals can cause major compactions to happen more often than they otherwise would, negatively
impacting performance. You can mitigate this by tuning the compaction settings such that the maximum number
of HFiles that can be present without triggering a compaction is very high, and relying on other factors, such as
the size of the Memstore, to trigger compactions.

¢ Data needs to originate elsewhere - If an existing system is capturing the data you want to have in HBase and
needs to remain active for business reasons, you can periodically BulkLoad data from the system into HBase so
that you can perform operations on it without impacting the system.

Using BulkLoad On A Secure Cluster

If you use security, HBase allows you to securely BulkLoad data into HBase. For a full explanation of how secure BulkLoad
works, see HBase Transparent Encryption at Rest.

First, configure a hbase. bul kl oad. st agi ng. di r which will be managed by HBase and whose subdirectories will
be writable (but not readable) by HBase users. Next, add the
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or g. apache. hadoop. hbase. security. access. Secur eBul kLoadEndpoi nt coprocessor to your configuration,
so that users besides the hbase user can BulkLoad files into HBase. This functionality is available in CDH 5.5 and higher.

<property>
<nanme>hbase. bul kl oad. st agi ng. di r </ nane>
<val ue>/t np/ hbase- st agi ng</ val ue>
</ property>
<property>
<nanme>hbase. copr ocessor. r egi on. cl asses</ nane>
<val ue>or g. apache. hadoop. hbase. security. access. Secur eBul kLoadEndpoi nt </ val ue>
</ property>

More Information about BulkLoad

For more information and examples, as well as an explanation of the ImportTsv utility, which can be used to import
data in text-delimited formats such as CSV, see this post on the Cloudera Blog.

Using Cluster Replication

If your data is already in an HBase cluster, replication is useful for getting the data into additional HBase clusters. In
HBase, cluster replication refers to keeping one cluster state synchronized with that of another cluster, using the
write-ahead log (WAL) of the source cluster to propagate the changes. Replication is enabled at column family granularity.
Before enabling replication for a column family, create the table and all column families to be replicated, on the
destination cluster. Replication is supported both from CDH 5 to CDH 6 and from CDH 6 to CDH 5, the source and
destination cluster do not have to run the same major version of CDH.

Cluster replication uses an active-push methodology. An HBase cluster can be a source (also called active, meaning
that it writes new data), a destination (also called passive, meaning that it receives data using replication), or can fulfill
both roles at once. Replication is asynchronous, and the goal of replication is consistency.

When data is replicated from one cluster to another, the original source of the data is tracked with a cluster ID, which
is part of the metadata. In CDH 5, all clusters that have already consumed the data are also tracked. This prevents
replication loops.

Common Replication Topologies

e Acentral source cluster might propagate changes to multiple destination clusters, for failover or due to geographic
distribution.

e A source cluster might push changes to a destination cluster, which might also push its own changes back to the
original cluster.

e Many different low-latency clusters might push changes to one centralized cluster for backup or resource-intensive
data-analytics jobs. The processed data might then be replicated back to the low-latency clusters.

e Multiple levels of replication can be chained together to suit your needs. The following diagram shows a hypothetical
scenario. Use the arrows to follow the data paths.
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At the top of the diagram, the San Jose and Tokyo clusters, shown in red, replicate changes to each other, and each
also replicates changes to a User Dat a and a Paynent Dat a cluster.

Each cluster in the second row, shown in blue, replicates its changes to the Al | Dat a Backup 1 cluster, shown in
grey. The Al | Data Backup 1 cluster replicates changes tothe Al | Data Backup 2 cluster (also shown in grey),
aswell asthe Dat a Anal ysi s cluster (shownin green). Al | Dat a Backup 2 also propagates any of its own changes
backto Al l Data Backup 1.

The Dat a Anal ysi s cluster runs MapReduce jobs on its data, and then pushes the processed data back to the San
Jose and Tokyo clusters.

Configuring Clusters for Replication

To configure your clusters for replication, see HBase Replication on page 481 and Configuring Secure HBase Replication.
The following is a high-level overview of the steps to enable replication.

Important: To run replication-related HBase comands, your user must have HBase administrator
permissions. If ZooKeeper uses Kerberos, configure HBase Shell to authenticate to ZooKeeper using
Kerberos before attempting to run replication-related commands. There are currently no
replication-related ACLs.

1. Configure and start the source and destination clusters.

2. Create tables with the same names and column families on both the source and destination clusters, so that the
destination cluster knows where to store data it receives. All hosts in the source and destination clusters should
be reachable to each other. See Creating the Empty Table On the Destination Cluster on page 484.

3. On the source cluster, enable replication in Cloudera Manager, or by setting hbase. replicati ontotruein
hbase-site. xm .

134 | Cloudera Administration



4. Obtain Kerberos credentials as the HBase principal. Substitute yourf ul | y. qual i fi ed. domai n. name and realm
in the following command:

$ kinit -k -t /etc/hbasel/ conf/hbase. keyt ab
hbase/ful ly. qualifi ed. domai n. nane@OUR- REALM COM

5. On the source cluster, in HBase Shell, add the destination cluster as a peer, using the add_peer command. The
syntax is as follows:

add_peer 'ID, 'CLUSTER_KEY'

The ID must be a short integer. To compose the CLUSTER_KEY, use the following template:

hbase. zookeeper . quor um hbase. zookeeper. property. cli ent Port: zookeeper. znode. par ent

If both clusters use the same ZooKeeper cluster, you must use a different zookeeper.znode.parent, because they

cannot write in the same folder.

6. On the source cluster, configure each column family to be replicated by setting its REPLI CATI ON_SCOPE to 1,
using commands such as the following in HBase Shell.

hbase> di sabl e ' exanpl e_t abl e’
hbase> alter 'exanple_table', {NAME => 'exanple_fanmily', REPLICATION_SCOPE => '1'}
hbase> enabl e ' exanpl e_t abl e’

7. Verify that replication is occurring by examining the logs on the source cluster for messages such as the following.

Considering 1 rs, with ratio 0.1
Getting 1 rs frompeer cluster # 0
Choosi ng peer 10.10. 1. 49: 62020

8. To verify the validity of replicated data, use the included Veri f yRepl i cati on MapReduce job on the source
cluster, providing it with the ID of the replication peer and table name to verify. Other options are available, such
as a time range or specific families to verify.

The command has the following form:

hbase org. apache. hadoop. hbase. mapreduce. replication. VerifyReplication
[--starttine=timestanpl] [--stoptinme=tinestanp] [--fami|ies=comma separated |ist of
fam |ies] <peerld> <tabl enane>

The Veri f yRepl i cat i on command prints GOODROAS and BADROWS counters to indicate rows that did and did
not replicate correctly.

E,’ Note:

Some changes are not replicated and must be propagated by other means, such as Snapshots or
CopyTable. See Initiating Replication When Data Already Exists on page 484 for more details.

e Data that existed in the master before replication was enabled.

e QOperations that bypass the WAL, such as when using BulkLoad or API calls such as
writeTowal (false).

e Table schema modifications.

Using Pig and HCatalog

Apache Pig is a platform for analyzing large data sets using a high-level language. Apache HCatalog is a sub-project of
Apache Hive, which enables reading and writing of data from one Hadoop utility to another. You can use a combination
of Pig and HCatalog to import data into HBase. The initial format of your data and other details about your infrastructure



determine the steps you follow to accomplish this task. The following simple example assumes that you can get your
data into a TSV (text-separated value) format, such as a tab-delimited or comma-delimited text file.

1. Format the data as a TSV file. You can work with other file formats; see the Pig and HCatalog project documentation
for more details.

The following example shows a subset of data from Google's NGram Dataset, which shows the frequency of specific
phrases or letter-groupings found in publications indexed by Google. Here, the first column has been added to
this dataset as the row ID. The first column is formulated by combining the n-gram itself (in this case, Zones) with
the line number of the file in which it occurs (z_LI NE_NUM. This creates a format such as "Zones_z_ 6230867."
The second column is the n-gram itself, the third column is the year of occurrence, the fourth column is the
frequency of occurrence of that Ngram in that year, and the fifth column is the number of distinct publications.
This extract is from the z file of the 1-gram dataset from version 20120701. The data is truncated at the . . . mark,
for the sake of readability of this document. In most real-world scenarios, you will not work with tables that have
five columns. Most HBase tables have one or two columns.

Zones_z 6230867 Zones 1507
Zones_z_6230868 Zones 1638
Zones_z 6230869 Zones 1656
Zones_z_6230870 Zones 1681 8 2

N
R

Zones_z_6231150 Zones 1996 17868 4356
Zones_z 6231151 Zones 1997 21296 4675
Zones_z_6231152 Zones 1998 20365 4972
Zones_z 6231153 Zones 1999 20288 5021
Zones_z_ 6231154 Zones 2000 22996 5714
Zones_z 6231155 Zones 2001 20469 5470
Zones_z_6231156 Zones 2002 21338 5946
Zones_z 6231157 Zones 2003 29724 6446
Zones_z_6231158 Zones 2004 23334 6524
Zones_z 6231159 Zones 2005 24300 6580
Zones_z_6231160 Zones 2006 22362 6707
Zones_z 6231161 Zones 2007 22101 6798
Zones_z_6231162 Zones 2008 21037 6328

2. Using the hadoop fs command, put the data into HDFS. This example places the file intoan/ i nport ed_dat a/
directory.

$ hadoop fs -put zones_frequency.tsv /inported_data/

3. Create and register a new HBase table in HCatalog, using the hcat command, passing it a DDL file to represent
your table. You could also register an existing HBase table, using the same command. The DDL file format is
specified as part of the Hive REST API. The following example illustrates the basic mechanism.

CREATE TABLE

zones_frequency_table (id STRING ngram STRING year STRING freq STRING sources STRI NG
STORED BY ' org. apache. hcat al og. hbase. HBaseHCat St or ageHandl er"

TBLPROPERTI ES (

' hbase.tabl e. nanme' = 'zones_frequency_table',
' hbase. col utms. mappi ng' = 'd:ngramd: year, d: freq, d: sources’',
" hcat . hbase. out put . bul kMbde' = 'true'

)
$ hcat -f zones_frequency_tabl e. ddl

4. Create a Pig file to process the TSV file created in step 1, using the DDL file created in step 3. Modify the file names
and other parameters in this command to match your values if you use data different from this working example.
USI NG Pi gStorage('\t') indicates that the input file is tab-delimited. For more details about Pig syntax, see
the Pig Latin reference documentation.

A = LOAD 'hdfs:///inported_datal/zones_frequency.tsv' USING PigStorage('\t') AS
(id:chararray, ngramchararray, year:chararray, freq:chararray, sources:chararray);
-- DUWP A

STORE A I NTO ' zones_frequency_tabl e’ USING org. apache. hcat al og. pi g. HCat St orer () ;


http://storage.googleapis.com/books/ngrams/books/datasetsv2.html
https://cwiki.apache.org/confluence/display/Hive/WebHCat
http://pig.apache.org/docs/r0.14.0/basic.html

Save the file as zones. bul kl oad. pi g.

5. Use the pi g command to bulk-load the data into HBase.
$ pig -useHCatal og zones. bul kl oad. pi g

The data is now in HBase and is available to use.

Using the Java API

The Java APl is the most common mechanism for getting data into HBase, through Put operations. The Thrift and REST
APIs, as well as the HBase Shell, use the Java API. The following simple example ouses the Java API to put data into an
HBase table. The Java API traverses the entire write path and can cause compactions and region splits, which can
adversely affect performance.

“i-ITabIetabIe: nul | ;

try {
tabl e = nyCode. creat eTabl e(t abl eNane, fan);
int i = 1;

Li st <Put> puts = new ArraylLi st <Put>();

for (String | abel Exp : | abel Exps)
Put put = new Put (Bytes.toBytes("row' + i));
put.add(fam qual, HConstants.LATEST_TI MESTAMP, val ue);
puts. add(put);
| ++;

}
t abl e. put (puts);

} finally {
if (table !'= null)

table.flushCommts();

Using the Apache Thrift Proxy API

The Apache Thrift library provides cross-language client-server remote procedure calls (RPCs), using Thrift bindings. A
Thrift binding is client code generated by the Apache Thrift Compiler for a target language (such as Python) that allows
communication between the Thrift server and clients using that client code. HBase includes an Apache Thrift Proxy
API, which allows you to write HBase applications in Python, C, C++, or another language that Thrift supports. The Thrift
Proxy APl is slower than the Java APl and may have fewer features. T use the Thrift Proxy API, you need to configure
and run the HBase Thrift server on your cluster. See Installing and Starting the HBase Thrift Server. You also need to
install the Apache Thrift compiler on your development system.

After the Thrift server is configured and running, generate Thrift bindings for the language of your choice, using an IDL
file. AHBase IDL file named HBase. t hri f t isincluded as part of HBase. After generating the bindings, copy the Thrift
libraries for your language into the same directory as the generated bindings. In the following Python example, these
libraries provide thet hrift.transport andthrift. protocol libraries. These commands show how you might
generate the Thrift bindings for Python and copy the libraries on a Linux system.

nmkdi r HBaseThri ft

cd HBaseThrift/

thrift -gen py /path/to/Hbase.thrift

nm gen-py/* .

rm-rf gen-py/

nkdir thrift

cp -rp ~/ Downl oads/thrift-0.9.0/1ib/py/src/* ./thrift/

PAAPARPLHLH

The following iexample shows a simple Python application using the Thrift Proxy API.

fromthrift.transport inport TSocket
fromthrift.protocol inport TBi naryProtocol
fromthrift.transport inport TTransport
from hbase inport Hbase


http://thrift.apache.org/docs/install/

# Connect to HBase Thrift server
transport = TTransport. TBufferedTransport (TSocket. TSocket (host, port))
protocol = TBi naryProtocol . TBi naryProtocol Accel erated(transport)

# Create and open the client connection
client = Hbase. d i ent(protocol)
transport. open()

# Modify a single row
mut ati ons = [ Hbase. Mut ati on(

col um=' col umfanily: col uimdescriptor', val ue='col umval ue')]
client. mutateRow('tablenanme', 'rowkey', nutations)

# Modify a batch of rows
# Create a list of mutations per work of Shakespeare
mut ati onsbatch = []

for line in myDataFile:
rowkey = usernanme + "-" + filename + "-" + str(linenunber).zfill (6)

mutations = |

Hbase. Mut at i on( col utm=nessagecol uimcf, value=line.strip()),
Hbase. Mut ati on( col utm=I i nenunber col umcf, val ue=encode(l i nenunber)),
Hbase. Mut at i on( col utm=user nanecol utmcf, val ue=user nane)

]
nmut at i onsbat ch. append( Hbase. Bat chMut ati on(r ow=r owkey, mut ati ons=nut ati ons))

# Run the mutations for all the lines in nyDataFile
client. mut at eRows(t abl ename, nutati onsbatch)

transport. cl ose()

The Thrift Proxy API does not support writing to HBase clusters that are secured using Kerberos.

This example was modified from the following two blog posts on http://www.cloudera.com. See them for more details.

¢ Using the HBase Thrift Interface, Part 1
e Using the HBase Thrift Interface, Part 2

Using the REST Proxy API

After configuring and starting the HBase REST Server on your cluster, you can use the HBase REST Proxy API to stream
data into HBase, from within another application or shell script, or by using an HTTP client such as wget orcurl . The
REST Proxy APl is slower than the Java APl and may have fewer features. This approach is simple and does not require
advanced development experience to implement. However, like the Java and Thrift Proxy APIs, it uses the full write
path and can cause compactions and region splits.

Specified addresses without existing data create new values. Specified addresses with existing data create new versions,
overwriting an existing version if the row, column:qualifier, and timestamp all match that of the existing value.

$ curl -H "Content-Type: text/xm" http://local host: 8000/test/testrow test:testcol um

The REST Proxy API does not support writing to HBase clusters that are secured using Kerberos.

For full documentation and more examples, see the REST Proxy APl documentation.

Using Flume

Apache Flume is a fault-tolerant system designed for ingesting data into HDFS, for use with Hadoop. You can configure
Flume to write data directly into HBase. Flume includes two different sinks designed to work with HBase: HBaseSink
(org.apache.flume.sink.hbase.HBaseSink) and AsyncHBaseSink (org.apache.flume.sink.hbase.AsyncHBaseSink). HBaseSink
supports HBase IPC calls introduced in HBase 0.96, and allows you to write data to an HBase cluster that is secured by
Kerberos, whereas AsyncHBaseSink does not. However, AsyncHBaseSink uses an asynchronous model and guarantees
atomicity at the row level.


http://www.cloudera.com
http://blog.cloudera.com/blog/2013/09/how-to-use-the-hbase-thrift-interface-part-1/
http://blog.cloudera.com/blog/2013/12/how-to-use-the-hbase-thrift-interface-part-2-insertinggetting-rows/
http://hbase.apache.org/book.html#_rest

You configure HBaseSink and AsyncHBaseSink nearly identically. Following is an example configuration for each. Bold
lines highlight differences in the configurations. For full documentation about configuring HBaseSink and AsyncHBaseSink,
see the Flume documentation. The t abl e, col utmFami | y, and col umm parameters correlate to the HBase table,
column family, and column where the data is to be imported. The serializer is the class that converts the data at the
source into something HBase can use. Configure your sinks in the Flume configuration file.

In practice, you usually need to write your own serializer, which implements either AsyncHBaseEventSerializer or
HBaseEventSerializer. The HBaseEventSerializer converts Flume Events into one or more HBase Puts, sends them to
the HBase cluster, and is closed when the HBaseSink stops. AsyncHBaseEventSerializer starts and listens for Events.
When it receives an Event, it calls the setEvent method and then calls the getActions and getincrements methods.
When the AsyncHBaseSink is stopped, the serializer cleanUp method is called. These methods return PutRequest and
AtomiclncrementRequest, which are part of the asynchbase API.

AsyncHBaseSink:

#Use t he AsyncHBaseSi nk

host 1. si nks. si nkl.type = org.apache. fl une. si nk. hbase. AsyncHBaseSi nk
host 1. si nks. si nk1. channel = chl

host 1. si nks. si nkl.table = transactions

host 1. si nks. si nkl1. columFanmily = clients

host 1. si nks. si nk1. col uitmm = charges

host 1. si nks. si nkl. bat chSi ze = 5000

#Use the Sinpl eAsyncHbaseEvent Serializer that comes with Flune

host 1. si nks. si nkl. serial i zer = org. apache. fl ume. si nk. hbase. Si npl eAsyncHbaseEvent Seri al i zer
host 1. si nks. si nkl. serializer.increnentColum = icol

host 1. channel s. chl. t ype=nenory

HBaseSink:

#Use t he HBaseSi nk

host 1. si nks. si nkl.type = org. apache. fl une. si nk. hbase. HBaseSi nk
host 1. si nks. si nkl. channel = chl

host 1. si nks. si nkl.tabl e = transactions

host 1. si nks. si nkl. columFanily = clients

host 1. si nks. si nk1. col utmm = charges

host 1. si nks. si nkl. bat chSi ze = 5000

#Use the Sinpl eHbaseEvent Serializer that cones with Flune

host 1. si nks. si nkl. serializer = org.apache. fl une. sink. hbase. Si npl eHbaseEvent Seri al i zer
host 1. si nks. si nkl. serializer.increnentColum = icol

host 1. channel s. chl. t ype=nenory

The following serializer, taken from an Apache Flume blog post by Dan Sandler, splits the event body based on a
delimiter and inserts each split into a different column. The row is defined in the event header. When each event is
received, a counter is incremented to track the number of events received.

/**

* A serializer for the AsyncHBaseSi nk, which splits the event body into
* multiple colums and inserts theminto a row whose key is available in
* the headers
*/
public class SplittingSerializer inplenents AsyncHbaseEvent Serializer {
private byte[] table;
private byte[] col Fam
private Event currentEvent;
private byte[][] col umNanes;
private final List<PutRequest> puts = new Arrayli st <Put Request >();
private final List<Atom clncrenentRequest> incs = new
ArraylLi st <At omi cl ncr ement Request >() ;
private byte[] current RowKey;
private final byte[] eventCountCol = "eventCount".getBytes();

@erride

public void initialize(byte[] table, byte[] cf) {
this.table = tabl e;
this.col Fam = cf;

}


http://flume.apache.org/FlumeUserGuide.html
https://blogs.apache.org/flume/entry/streaming_data_into_apache_hbase

@verride
public void setEvent(Event event) {
/1 Set the event and verify that the rowKey is not present
this.current Event = event;
String rowKeyStr = current Event. get Headers().get("rowKey");
if (rowKeyStr == null)
t hrow new Fl umeException("No row key found in headers!");

}
current Rowkey = rowKeyStr. get Bytes();
}

@verride
public List<Put Request> getActions() {
/1 Split the event body and get the values for the columms
String eventStr = new String(currentEvent. getBody());
String[] cols = eventStr.split(",");
puts.clear();
for (int i =0; i <cols.length; i++) {
/] Generate a Put Request for each col um.
Put Request req = new Put Request (tabl e, current RowKey, col Fam
col umNanes[i], cols[i].getBytes());
puts.add(req);

return puts;

@erride
public List<Atom clncrement Request> getlncrenments() {
incs.clear();
//1ncrement the nunber of events received
i ncs. add(new At omi cl ncrenent Request (tabl e, "total Events".getBytes(), col Fam
event Count Col ));
return incs;

@verride

public void cleanUp() {
table = null;
col Fam = nul | ;
current Event = null;
col umNanmes = nul | ;
current Rowkey = nul | ;

}

@erride
public void configure(Context context) {
/1 Get the colum nanes fromthe configuration
String cols = new String(context.getString("colums"));
String[] names = cols.split(",");
byte[][] columNanes = new byte[nanes.|length][];
int i = 0;
for(String name : nanes)
col umNanes[i ++] = nane. get Byt es();

t hi s. col utTmNanes = col umNanes;

}

@verride

public void configure(Conponent Configuration conf) {
}
Using Spark

You can write data to HBase from Apache Spark by using def saveAsHadoopDat aset (conf: JobConf):
This example is adapted from a post on the spark-users mailing list.

/1 Note: mapred package is used, instead of the
/1 mapreduce package whi ch contai ns new hadoop APIs.

i mport org. apache. hadoop. hbase. napr ed. Tabl eQut put For nat
i mport org. apache. hadoop. hbase. cl | ent

Unit.


http://mail-archives.apache.org/mod_mbox/spark-user/201311.mbox/%3CCACyZca3ASKwD-tuJHQi1805BN7ScTguAoRuHd5xTxCSUL1aNvQ@mail.gmail.com%3E

/1 ... some other settings
val conf = HBaseConfiguration.create()

/1 general hbase settings
conf.set("hbase.rootdir",

"hdfs://" + nameNodeURL + ":" + hdfsPort + "/hbase")
conf . set Bool ean("hbase. cl uster. distributed", true)
conf. set (" hbase. zookeeper. quorunt, host nane)
conf.setlnt("hbase.client.scanner.caching", 10000)
/1 ... some other settings

val jobConfig: JobConf = new JobConf(conf, this.getC ass)

/1 Note: TableQutputFormat is used as deprecated code

/| because JobConf is an ol d hadoop API

j obConfi g. set Qut put For mat (cl assCOf [ Tabl eQut put For mat ] )

j obConfi g. set ( Tabl eQut put For mat . OUTPUT_TABLE, out put Tabl e)

Next, provide the mapping between how the data looks in Spark and how it should look in HBase. The following example
assumes that your HBase table has two column families, col_1 and col_2, and that your data is formatted in sets of
three in Spark, like (row_key, col_1, col_2).

def convert(triple: (Int, Int, Int)) = {

val p = new Put(Bytes.toBytes(triple._1))

p. add(Bytes.toBytes("cf"),
Byt es.toBytes("col _1"),
Bytes.toBytes(triple._2))

p. add(Bytes.toBytes("cf"),
Byt es.toBytes("col _2"),
Bytes.toBytes(triple._3))

(new | nrut abl eBytesWitable, p)

To write the data from Spark to HBase, you might use:

new Pai r RDDFunct i ons(| ocal Dat a. map(convert)). saveAsHadoopDat aset (j obConfi g)

Using Spark and Kafka

This example, written in Scala, uses Apache Spark in conjunction with the Apache Kafka message bus to stream data
from Spark to HBase. The example was provided in SPARK-944. It produces some random words and then stores them
in an HBase table, creating the table if necessary.

package org. apache. spark. stream ng. exanpl es

i mport java.util.Properties

i mport kaf ka. producer. _

i mport org. apache. hadoop. hbase. { HBaseConfi guration, HCol umbDescri ptor, HTabl eDescri ptor

}
i mport org. apache. hadoop. hbase. client.{ HBaseAdnmi n, Put }
i mport org. apache. hadoop. hbase. i o. | nrut abl eByt esWitabl e
i mport org. apache. hadoop. hbase. mapr ed. Tabl eCut put For mat
i mport org. apache. hadoop. hbase. mapr educe. Tabl el nput For mat
i mport org. apache. hadoop. hbase. uti|.Bytes
i mport org. apache. hadoop. mapr ed. JobConf
i mport org. apache. spar k. Spar kCont ext
i mport org. apache. spark.rdd. { Pai r RDDFuncti ons, RDD }
i mport org. apache. spark. stream ng. _
i mport org. apache. spar k. streani ng. St r eam ngCont ext . _
i mport org.apache. spark. streani ng. kaf ka. _

obj ect Metri cAggregat or HBase {
def main(args : Array[String]) {
if (args.length < 6)
Systemerr.println("Usage: MetricAggregator Test <master> <zkQuorun® <group> <t opi cs>
<dest HBaseTabl eName> <nunirhr eads>")


https://issues.apache.org/jira/browse/SPARK-944

System exit (1)

val Array(master, zkQuorum group, topics, hbaseTabl eNanme, nuniThreads) = args

val conf = HBaseConfiguration.create()
conf. set (" hbase. zookeeper. quorunt, zkQuorum

/1 Initialize hBase table if necessary

val admin = new HBaseAdm n(conf)

if (!adm n.isTabl eAvai | abl e( hbaseTabl eNane)) {
val tabl eDesc = new HTabl eDescri pt or (hbaseTabl eNane)
t abl eDesc. addFami | y(new HCol umbDescriptor("netric"))
admi n. creat eTabl e(t abl eDesc)

}

/1 setup stream ng context

val ssc = new Strean ngContext(nmaster, "MtricAggregatorTest", Seconds(2),
Syst em get env(" SPARK_HOVE"), Stream ngContext.jarOf C ass(this.getd ass))

ssc. checkpoi nt ("checkpoint")

val topicpMap = topics.split(",").map((_, nunThreads.tolnt)).toMap
val lines = KafkaUtils.createStream ssc, zkQuorum group, topicpMap)
.map { case (key, value) => ((key, Math.floor(SystemcurrentTimeMIlis() /
60000) .toLong * 60), value.tolnt) }

val aggr = lines.reduceByKeyAndW ndow(add _, M nutes(1l), Mnutes(l), 2)
aggr.foreach(line => saveToHBase(line, zkQuorum hbaseTabl eNane))
ssc. start

ssc. awai t Term nati on

def add(a : Int, b: Int) ={ (a + b) }

def saveToHBase(rdd : RDD[((String, Long), Int)], zkQuorum: String, tableNanme :
String) = {
val conf = HBaseConfiguration.create()
conf. set (" hbase. zookeeper. quorunt, zkQuorum

val jobConfig = new JobConf (conf)
j obConfi g. set ( Tabl eQut put For mat . OUTPUT_TABLE, t abl eNan®)
j obConfi g. set Qut put For mat (cl assCf [ Tabl eQut put For mat ] )

new Pai r RDDFuncti ons(rdd. map { case ((netricld, timestanp), value) =>
creat eHBaseRow(netricld, timestanp, value) }).saveAsHadoopDat aset (j obConfi g)

}

def createHBaseRow(netricld : String, tinmestanp : Long, value : Int) = {
val record = new Put (Bytes.toBytes(nmetricld + "~" + tinestanp))

record. add(Bytes.toBytes("nmetric"), Bytes.toBytes("col"),
Byt es.toBytes(val ue.toString))

(new | nrut abl eByt esWitabl e, record)

}

/! Produces sone random words between 1 and 100.
obj ect MetricDataProducer {

def main(args : Array[String]) {
if (args.length < 2)
Systemerr.println("Usage: MetricDataProducer <metadataBrokerlList> <topic>
<messagesPer Sec>")
System exit (1)

val Array(brokers, topic, messagesPerSec) = args



/'l ZooKeeper connection properties

val props = new Properties()

props. put (" et adat a. broker.list", brokers)

props. put("serializer.class", "kafka.serializer.StringEncoder")

val config = new Producer Confi g(props)
val producer = new Producer[String, String](config)

/1 Send some nmessages
while (true) {
val nessages = (1 to nessagesPerSec.tolnt).map { nmessageNum =>

val netricld = scal a.util.Random nextlInt(10)
val value = scala.util.Random next| nt (1000)
new KeyedMessage[ String, String](topic, nmetricld.toString, value.toString)

}
}.toArray

producer. send(messages : _*)
Thr ead. sl eep(100)

}
}
}

Using a Custom MapReduce Job

Many of the methods to import data into HBase use MapReduce implicitly. If none of those approaches fit your needs,
you can use MapReduce directly to convert data to a series of HFiles or API calls for import into HBase. In this way,
you can import data from Avro, Parquet, or another format into HBase, or export data from HBase into another format,
using API calls such as Tabl eQut put For mat , HFi | eQut put For mat , and Tabl el nput For mat .

Configuring and Using the HBase REST API

You can use the HBase REST API to interact with HBase services, tables, and regions using HTTP endpoints.
Installing the REST Server

The HBase REST server is an optional component of HBase and is not installed by default.

Installing the REST Server Using Cloudera Manager

Minimum Required Role: Full Administrator

1. Click the Clusters tab.

. Select Clusters > HBase.

. Click the Instances tab.

. Click Add Role Instance.

Under HBase REST Server, click Select Hosts.

. Select one or more hosts to serve the HBase Rest Server role. Click Continue.

. Select the HBase Rest Server roles. Click Actions For Selected > Start.

. To configure Kerberos authentication between REST clients and servers, see Configure Authentication for the
HBase REST and Thrift Gateways.

O NV AWN

Installing the REST Server Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.
¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Follow these instructions for each HBase host fulfilling the REST server role.


https://hbase.apache.org/apidocs/org/apache/hadoop/hbase/mapreduce/TableOutputFormat.html
https://hbase.apache.org/apidocs/org/apache/hadoop/hbase/mapreduce/HFileOutputFormat.html
https://hbase.apache.org/apidocs/org/apache/hadoop/hbase/mapreduce/TableInputFormat.html
http://www.cloudera.com/content/support/en/documentation.html

e To start the REST server as a foreground process, use the following command:

$ bin/hbase rest start

e To start the REST server as a background process, use the following command:

$ bi n/ hbase-daenon. sh start rest

¢ To use a different port than the default of 8080, use the - p option.
¢ To stop a running HBase REST server, use the following command:

$ bi n/ hbase-daenon. sh stop rest

¢ To configure Kerberos authentication between REST clients and servers, see Configure Authentication for the
HBase REST and Thrift Gateways.

Using the REST API

The HBase REST server exposes endpoints that provide CRUD (create, read, update, delete) operations for each HBase

process, as well as tables, regions, and namespaces. For a given endpoint, the HTTP verb controls the type of operation
(create, read, update, or delete).

’ Note: curl Command Examples
The examples in these tables use the curl command, and follow these guidelines:

e The HTTP verb is specified using the - X parameter.

e For GET queries, the Accept header is settot ext/ xm , which indicates that the client (curl)
expects to receive responses formatted in XML. You can set it to t ext/ j son to receive JSON
responses instead.

e For PUT, POST, and DELETE queries, the Cont ent - Type header should be set only if data is also
being sent with the - d parameter. If set, it should match the format of the data being sent, to
enable the REST server to deserialize the data correctly.

For more details about the cur| command, see the documentation for the cur | version that ships
with your operating system.

These examples use port 20050, which is the default port for the HBase REST server when you use Cloudera Manager.
If you use CDH without Cloudera Manager, the default port for the REST server is 8080.
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Table 3: Cluster-Wide Endpoints

/version/cluster GET Ve.rsionofHBaserunningon Ccurl -vi -X GET
this cluster T\
: -H
- "Accept: text/
cxm A
] "htt p: /
o
. exanpl e. com 20550/
- version/cluster”
/status/cluster GET Cluster status Ccurl -vi -X GET
A
: -H
. "Accept: text/
Cxm oA
w "http:/
o
. exanpl e. com 20550/
| status/cluster”
/ GET List of all nonsystem tables Ccurl -vi -X GET
A\
: -H
. "Accept: text/
Cxm A
w "http:/
o
. exanpl e. com 20550/

Table 4: Namespace Endpoints

/namespaces GET List all namespaces. Ccurl -vi -X GET
A
} -H
. "Accept: text/
Cxm A
w "http:/
o
. exanpl e. com 20550/
| namespaces/"
/namespaces/namespace | GET Describe a specific Ccurl -vi -X GET
namespace. A\
: -H
. "Accept: text/
Cxm oA
| "http:/
o
. exanpl e. com 20550/
' namespaces/
' speci al _ns"
L e e e e e e e e e e e e —
/namespaces/namespace | POST Create a new namespace. icurl -vi -X POST
-H
- "Accept: text/
Cxm o
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"exanpl e. com 20550/
nanespaces/
speci al _ns"

,,,,,,,,,,,,,,,,,,,

/namespaces/namespace/tables | GET List all tables in a specific
namespace.

"http:/
/
exanpl e. com 20550/
' nanespaces/
' speci al _ns/

. "Accept: text/
; \

/namespaces/namespace | PUT Alter an existing namespace.
Currently not used.

"Accept: text/
xm "o\
"http:/

~

exanpl e. com 20550/
' nanespaces/

" speci al _ns"

/namespaces/namespace | DELETE Delete a namespace. The 'eurl -vi -X
namespace must be empty. " DELETE \

| -H
. "Accept: text/
Cxm oA
- "exanpl e. com 20550/
' namespaces/
. speci al _ns"

Table 5: Table Endpoints

/table/schema GET Describe the schema of the
specified table.

-H
"Accept: text/
\
"http:/

/
exanpl e. com 20550/
user s/ schema"

/table/schema POST Create a new table, or !
replace an existing table's ; -H "Accept:
|
|
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schema with the provided
schema

-H
"Content-Type: text/
xm "o\

versi on="1. 0"
encod ng=' U 8" 2<Teld eShena

nane="user s" >l unmSchena
name="cf" /></
Tabl eSchena>' \

exanpl e. com 20550/
user s/ schema"

-d ' <?xm

“http://

/table/schema

UPDATE

Update an existing table
with the provided schema
fragment

-H
"Content-Type: text/
m" o\

versi on="1. 0"
encad ng=' U= 8'2<Tall ehena

nane="user s" >l unmSchena
nane="cf"

KEEP CHETED (HLS"true"
/ ></ Tabl eSchema>" \

exanpl e. com 20550/
user s/ schema"

-d ' <?xm

“http://

/table/schema

DELETE

Delete the table. You must
use the t abl e/ schema

endpoint, not justt abl e/ .

"Accept: text/
xm "o\

exanpl e. com 20550/
user s/ schema"

"http:/

/table/regions

GET

List the table regions.

"Accept: text/
xm "o\

exanpl e. com 20550/
user s/ regi ons"

"http:/

Table 6: Endpoints for Get Operations

/rmble/row/clumniquafier/timestomp

GET

Get the value of a single
row. Values are Base-64
encoded.

Latest version:

"Accept: text/

exanpl e. com 20550/
users/rowl"

-H

"http:/
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Specific timestamp:

curl -vi -X GET

\

-H
"Accept: text/
xm "o\
, "http:/

exanpl e. com 20550/
users/rowl/ cf:al/
1458586888395"

Get the value of a single
column. Values are Base-64
encoded.

Latest version:

curl -vi -X GET

\

-H
"Accept: text/
xm "o\

"http:/
/

exanpl e. com 20550/
users/rowl/ cf:a"

Specific version:

curl -vi -X GET

\

-H
"Accept: text/
xm "o\
"http://

exanpl e. com 20550/
users/rowl/ cf:al/

fetelonl g et o vasrs

Multi-Get a specified
number of versions of a
given cell. Values are
Base-64 encoded.

curl -vi -X GET

\

-H
"Accept: text/
xm "o\

"http:/
/

exanpl e. com 20550/
users/rowl/
cf:a?v=2"

Table 7: Endpoints for Scan Operations

148 | Cloudera Administration

/table/scanner/

PUT

Get a Scanner object.
Required by all other Scan
operations. Adjust the batch
parameter to the number of
rows the scan should return
in a batch. See the next
example for adding filters to
your Scanner. The scanner
endpoint URL is returned as

curl -vi -X PUT

\

-H
"Accept: text/
xm "o\

-H
"Cont ent - Type:
text/xm " \

-d
' <Scanner

batch="1"/>" \
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the Locat i on in the HTTP
response. The other
examples in this table
assume that the Scanner

"http:/
/
exanpl e. com 20550/
users/scanner/"

endpoint is
Hiy/oageanPH s <zm 1
/table/scanner/ PUT To supply fi!ters to the. curl -vi -X PUT
Scanner object or configure \
the Scanner in any other ) o H
way, you can create a text X,:\ncge{)t - text/
file and add your filter to the -H
file. For example, to return " CDIT'[ ent - Type: text /
only rows for which keys xm " A -d
start with u123 and use a @ilter.txt \
batch size of 100: ) "http:/
exanpl e. com 20550/
Eastcgﬂg?rlow' . users/ scanner/"
<filter>
"type":
"PrefixFilter",
"val ue":
"ul23"
</filter>
</ Scanner >
Pass the file to the - d
argument of the cur |
request.
/table/scanner/scanner_id | GET Get the next batch from the

scanner. Cell values are
byte-encoded. If the scanner

curl -vi -X GET
\

-H
"Accept: text/
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is exhausted, HTTP status xmd "\

204 is returned. "http:/
/

exanpl e. com 20550/
user s/ scanner/
145869072824375622207"

/table/scanner/scanner_id | DELETE Deletes the scanner and curl -vi -X
frees the resources it was DELETE \

using. -H
"Accept: text/
xm "o\

/

exanpl e. com 20550/
user s/ scanner/
1458600728243756522207"

"http:/

Table 8: Endpoints for Put Operations

[table/row_key/ PUT Write a row to a table. The |XML:

row, column qualifier, and
value must each be Base-64 {3U" I -vi -X PUT
encoded. To encode a string, -H
you can use the base64 "Accept: text/
command-line utility. To xnd ™A
decode the string, use -H

& " Cont ent - Type:
base64 -d. The payloadis text/xm" \
in the --data argument, so ' < -d
the/ user s/ f aker owvalue < 72X

version="1.0"
is a placeholder. Insert encodi ng=" UTF- 8"

multiple rows by adding

them to the <Cel | Set > et oeyes>@| S

element. You can also save key="cn93ND="><C! |
the data to be inserted to a

file and pass it to the - d &%wd
parameter with the syntax Cel | Set > \

-d @il enane. txt. , "http:/

exanpl e. com 20550/
user s/ f aker ow'

JSON:
curl -vi -X PUT
\
-H
"Accept: text/
json" \
-H

" Cont ent - Type:
text/json" \

'{.'.'Fge’f’i [l{".'.“?":;"w"
[{"col ul": "Y2Y6Z =",
S ARG
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" exanpl e. com 20550/
user s/ f aker ow"

Configuring HBase MultiWAL Support
CDH supports multiple write-ahead logs (MultiWAL) for HBase. (For more information, see HBASE-5699.)

Without MultiWAL support, each region on a RegionServer writes to the same WAL. A busy RegionServer might host
several regions, and each write to the WAL is serial because HDFS only supports sequentially written files. This causes
the WAL to negatively impact performance.

MultiWAL allows a RegionServer to write multiple WAL streams in parallel by using multiple pipelines in the underlying
HDFS instance, which increases total throughput during writes.

E,i Note: Inthe currentimplementation of MultiWAL, incoming edits are partitioned by Region. Therefore,
throughput to a single Region is not increased.

To configure MultiWAL for a RegionServer, set the value of the property hbase. wal . provi der tomul ti wal and
restart the RegionServer. To disable MultiWAL for a RegionServer, unset the property and restart the RegionServer.

RegionServers using the original WAL implementation and those using the MultiWAL implementation can each handle
recovery of either set of WALs, so a zero-downtime configuration update is possible through a rolling restart.

Configuring MultiWAL Support Using Cloudera Manager

1. Go to the HBase service.

. Click the Configuration tab.

. Select Scope > RegionServer.

. Select Category > Main.

Set WAL Provider to MultiWAL.

. Set the Per-RegionServer Number of WAL Pipelines to a value greater than 1.
. Click Save Changes to commit the changes.

NouswWwN

8. Restart the RegionServer roles.

Configuring MultiWAL Support Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

1. Edit hbase- si t e. xm on each RegionServer where you want to enable MultiWAL. Add the following property
by pasting the XML.

<property>
<nanme>hbase. wal . pr ovi der </ nane>
<val ue>mul t i wal </ val ue>

</ property>

2. Stop and restart the RegionServer.

Storing Medium Objects (MOBs) in HBase

Data comes in many sizes, and saving all of your data in HBase, including binary data such as images and documents,
is convenient. HBase can technically handle binary objects with cells that are up to 10 MB in size. However, HBase


https://issues.apache.org/jira/browse/HBASE-5699
http://www.cloudera.com/content/support/en/documentation.html

normal read and write paths are optimized for values smaller than 100 KB in size. When HBase handles large numbers
of values up to 10 MB (medium objects, or MOBs), performance is degraded because of write amplification caused by
splits and compactions.

One way to solve this problem is by storing objects larger than 100KB directly in HDFS, and storing references to their
locations in HBase. CDH 5.4 and higher includes optimizations for storing MOBs directly in HBase) based on HBASE-11339.

To use MOB, you must use HFile version 3. Optionally, you can configure the MOB file reader's cache settings
Service-Wide and for each RegionServer, and then configure specific columns to hold MOB data. No change to client
code is required for HBase MOB support.

Enabling HFile Version 3 Using Cloudera Manager
Minimum Required Role: Full Administrator

To enable HFile version 3 using Cloudera Manager, edit the HBase Service Advanced Configuration Snippet for HBase
Service-Wide.

1. Go to the HBase service.

2. Click the Configuration tab.

3. Search for the property HBase Service Advanced Configuration Snippet (Safety Valve) for hbase-site. xn .
4, Paste the following XML into the Value field and save your changes.

<property>
<nanme>hfil e.formt. versi on</ nane>
<val ue>3</ val ue>

</ property>

Changes will take effect after the next major compaction.

Enabling HFile Version 3 Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.
¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Paste the following XML into hbase-si te. xnl .

<property>
<nane>hfil e.formt. versi on</ nane>
<val ue>3</val ue>

</ property>

Restart HBase. Changes will take effect for a given region during its next major compaction.
Configuring Columns to Store MOBs
Use the following options to configure a column to store MOBs:

e | S_MBis a Boolean option, which specifies whether or not the column can store MOBs.

e MOB_THRESHOLD configures the number of bytes at which an object is considered to be a MOB. If you do not
specify a value for MOB_THRESHOLD, the default is 100 KB. If you write a value larger than this threshold, it is
treated as a MOB.

You can configure a column to store MOBs using the HBase Shell or the Java API.


https://issues.apache.org/jira/browse/HBASE-11339
http://www.cloudera.com/content/support/en/documentation.html

Using HBase Shell:

hbase> create '"t1', {NAME => '"f1', IS MOB => true, MOB_THRESHOLD => 102400}
hbase> alter '"t1', {NAME => 'f1', IS _MOB => true, MOB_THRESHOLD =>
102400}

Using the Java API:

HCol utmmDescri ptor hcd = new HCol umbDescriptor(“f”);
hcd. set MobEnabl ed(true);
hcd. set MobThr eshol d(102400L) ;

HBase MOB Cache Properties

Because there can be a large number of MOB files at any time, as compared to the number of HFiles, MOB files are
not always kept open. The MOB file reader cache is a LRU cache which keeps the most recently used MOB files open.

The following properties are available for tuning the HBase MOB cache.

Table 9: HBase MOB Cache Properties

Property Default Description

hbase. nob. fil e. cache. si ze 1000 The of opened file handlers to cache.
A larger value will benefit reads by
providing more file handlers per MOB
file cache and would reduce frequent
file opening and closing of files.
However, if the value is too high,
errors such as "Too many opened file
handlers" may be logged.

hbase. nobb. cache. evi ct . peri od | 3600 The amount of time in seconds after
afile is opened before the MOB cache
evicts cached files. The default value
is 3600 seconds.

hbase. nob. cache. evict.remain.rati o| 0.5f The ratio, expressed as a float
between 0. 0 and 1. 0, that controls
how manyfiles remain cached after an
eviction is triggered due to the number
of cached files exceeding the

hbase. nob. fil e. cache. si ze.The
default value is 0. 5f .

Configuring the MOB Cache Using Cloudera Manager

To configure the MOB cache within Cloudera Manager, edit the HBase Service advanced aonfiguration Snippet for the
cluster. Cloudera recommends testing your configuration with the default settings first.

1. Go to the HBase service.
2. Click the Configuration tab.
3. Search for the property HBase Service Advanced Configuration Snippet (Safety Valve) for hbase-site. xmi .
4. Paste your configuration into the Value field and save your changes. The following example sets the
hbase. nob. cache. evi ct . peri od property to 5000 seconds. See Table 9: HBase MOB Cache Properties on
page 153 for a full list of configurable properties for HBase MOB.

<property>
<nanme>hbase. mob. cache. evi ct. peri od</ nane>
<val ue>5000</ val ue>

</ property>



5. Restart your cluster for the changes to take effect.

Configuring the MOB Cache Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

e This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Because there can be a large number of MOB files at any time, as compared to the number of HFiles, MOB files are
not always kept open. The MOB file reader cache is a LRU cache which keeps the most recently used MOB files open.

To customize the configuration of the MOB file reader's cache on each RegionServer, configure the MOB cache properties
in the RegionServer's hbase- si t e. xni . Customize the configuration to suit your environment, and restart or rolling
restart the RegionServer. Cloudera recommends testing your configuration with the default settings first. The following
example sets the hbase. nob. cache. evi ct . peri od property to 5000 seconds. See Table 9: HBase MOB Cache
Properties on page 153 for a full list of configurable properties for HBase MOB.

<property>
<nane>hbase. mob. cache. evi ct . peri od</ nane>
<val ue>5000</ val ue>

</ property>

Testing MOB Storage and Retrieval Performance

HBase provides the Java utility or g. apache. hadoop. hbase. | nt egr ati onTest | ngest MOB to assist with testing
the MOB feature and deciding on appropriate configuration values for your situation. The utility is run as follows:

$ sudo -u hbase hbase org. apache. hadoop. hbase. I nt egrati onTest | ngest MOB \
-threshol d 102400 \
-m nMobDat aSi ze 512 \
- maxMobDat aSi ze 5120

e t hreshol dis the threshold at which cells are considered to be MOBs. The default is 1 kB, expressed in bytes.
e m nMobDat aSi ze is the minimum value for the size of MOB data. The default is 512 B, expressed in bytes.
e maxMobDat aSi ze is the maximum value for the size of MOB data. The default is 5 kB, expressed in bytes.

Compacting MOB Files Manually

You can trigger manual compaction of MOB files manually, rather than waiting for them to be triggered by your
configuration, using the HBase Shell commands conpact _nob and maj or _conpact _nob. Each of these commands
requires the first parameter to be the table name, and takes an optional column family name as the second argument.
If the column family is provided, only that column family's files are compacted. Otherwise, all MOB-enabled column
families' files are compacted.

hbase> conpact _nob 't 1’

hbase> conpact _nob "t1', 'f1'
hbase> maj or _conpact _nmob "t 1'
hbase> maj or _conpact_mob "t1', 'f1'

This functionality is also available using the API, using the Admi n. conpact and Admi n. maj or Conpact methods.

Configuring the Storage Policy for the Write-Ahead Log (WAL)

In CDH 5.7.0 and higher, you can configure the preferred HDFS storage policy for HBase's write-ahead log (WAL) replicas.
This feature allows you to tune HBase's use of SSDs to your available resources and the demands of your workload.

These instructions assume that you have followed the instructions in Configuring Storage Directories for DataNodes
on page 164 and that your cluster has SSD storage available to HBase. If HDFS is not configured to use SSDs, these
configuration changes will have no effect on HBase. The following policies are available:
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¢ NONE: no preference about where the replicas are written.
e ONE_SSD: place one replica on SSD storage and the remaining replicas in default storage. This allows you to derive
some benefit from SSD storage even if it is a scarce resource in your cluster.

n Warning: ONE_SSD mode has not been thoroughly tested with HBase and is not recommended.

e ALL_SSD: place all replicas on SSD storage.

Configuring the Storage Policy for WALs Using Cloudera Manager
Minimum Required Role: Full Administrator

1. Go to the HBase service.

2. Click the Configuration tab.

3. Search for the property WAL HSM Storage Policy.
4. Select your desired storage policy.

5. Save your changes. Restart all HBase roles.

Changes will take effect after the next major compaction.

Configuring the Storage Policy for WALs Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.
¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Paste the following XML into hbase- si t e. xm . Uncomment the <value> line that corresponds to your desired storage
policy.

<property>
<nanme>hbase. wal . st or age. pol i cy</ nane>
<val ue>NONE</ val ue>
<! --<val ue>ONE_SSD</ val ue>- - >
<!--<val ue>ALL_SSD</ val ue>-->
</ property>

n Warning: ONE_SSD mode has not been thoroughly tested with HBase and is not recommended.

Restart HBase. Changes will take effect for a given region during its next major compaction.

Exposing HBase Metrics to a Ganglia Server

Ganglia is a popular open-source monitoring framework. You can expose HBase metrics to a Ganglia instance so that
Ganglia can detect potential problems with your HBase cluster.

Expose HBase Metrics to Ganglia Using Cloudera Manager
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Go to the HBase service.

2. Click the Configuration tab.

3. Select the HBase Master or RegionServer role. To monitor both, configure each role as described in the rest of
the procedure.


http://www.cloudera.com/content/support/en/documentation.html
http://ganglia.info/

4. Select Category > Metrics.

5. Locate the Hadoop Metrics2 Advanced Configuration Snippet (Safety Valve) property or search for it by typing
its name in the Search box.

6. Edit the property. Add the following, substituting the server information with your own.

hbase. si nk. gangl i a. cl ass=or g. apache. hadoop. metri cs2. si nk. gangl i a. Gangl i aSi nk31
hbase. si nk. gangl i a. servers=<Gangl i a server>: <port>
hbase. si nk. gangl i a. peri od=10

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

7. Click Save Changes to commit the changes.
8. Restart the role.
9. Restart the service.

Expose HBase Metrics to Ganglia Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

1. Edit/ et ¢/ hbase/ conf/ hadoop- net ri cs2- hbase. properti es on the master or RegionServers you want to
monitor, and add the following properties, substituting the server information with your own:

hbase. si nk. gangl i a. cl ass=or g. apache. hadoop. metri cs2. si nk. gangl i a. Gangl i aSi nk31
hbase. si nk. gangl i a. servers=<Gangl i a server>: <port>
hbase. si nk. gangl i a. peri od=10

2. Restart the master or RegionServer.

Using HashTable and SyncTable Tool

HashTable/SyncTable tool overview

HashTable/SyncTable is a two steps tool for synchronizing table data without copying all cells in a specified row key/time
period range.

The HashTable/SyncTable tool can be used for partial or entire table data synchronization, under the same or remote
cluster. Both the HashTable and the SyncTable step are implemented as a MapReduce job.

The first step, HashTable, creates hashed indexes for batch of cells on the source table and output those as results.
The source table is the table whose state is copied to its counterpart.

The second step, SyncTable, scans the target table and calculates hash indexes for table cells. Then these hashes are
compared to the HashTable step outputs. So, SyncTable scans and compares cells for diverging hashes and updating
only the mismatching cells.

This results in less network traffic or data transfers than other methods, for example CopyTable, which can impact
performance when large tables are synchronized on remote clusters.

Remote clusters are often deployed on different Kerberos Realms. SyncTable support cross realm authentication,
allowing a SyncTable process running on the target cluster to connect to the source cluster and read both the HashTable
output files and the given HBase table when performing the required comparisons.

HashTable/SyncTable tool configuration
You can configure the HashTable/SyncTable tool for your specific needs.


http://www.cloudera.com/content/support/en/documentation.html

Using the batchsize option

You can define the amount of cell data for a given region that is hashed together in a single hash value using the
bat chsi ze option, which sets the batchsize property. Sizing this property has a direct impact on the synchronization
efficiency. If the batch size is increased, larger chunks are hashed.

If only a few differences are expected between the two tables, using a bit larger batch size can be beneficial, as less
scans are executed by mapper tasks of SyncTable.

However, if relatively frequent differences are expected between the tables, using a large batch size can cause frequent
mismatches of hash values, as the probability of finding at least one mismatch in a batch is increased.

The following is an example of sizing this property:

$ hbase org. apache. hadoop. hbase. mapr educe. HashTabl e - - bat chsi ze=32000 - - numhashfi | es=50
--startti me=1265875194289 --endti me=1265878794289 --fanilies=cf2, cf3 Test Tabl eA
/ hashes/ t est Tabl e

Creating a read only report

You can use the dr yr un option in the second, SyncTable, step to create a read only report. It produces only COUNTERS
indicating the differences between the two tables, but does not perform any actual changes. It can be used as an
alternative of the VerifyReplication tool.

The following is an example of using this option:

$ hbase org. apache. hadoop. hbase. mapreduce. SyncTabl e --dryrun=true
--sourcezkcl ust er=zkl. exanpl e. com zk2. exanpl e. com zk3. exanpl e. com 2181: / hbase
hdf s: // nn: 8020/ hashes/t est Tabl e t est Tabl eA t est Tabl eB

Synchronize table data using HashTable/SyncTable
The HashTable/SyncTable tool can be used for partial or entire table data synchronization, under the same or remote
cluster.

Prerequisites

e Ensure that all RegionServers/DataNodes on the source cluster is accessible by the NodeManagers on the target
cluster where SyncTable job tasks will be running.

¢ Inthe case of secured clusters, the user on the target cluster who executes the SyncTable job must be able to do
the following on the HDFS and HBase services of the source cluster:

— Authenticate: for example, using centralized authentication.
— Be authorized: having at least read permission.

Steps
1. Run HashTabl e on the source table cluster: HashTabl e [ opti ons] <t abl enane> <out put pat h>.

The following is an example, to has the TesTable in 32kB batches for a 1 hour window into 50 files:

$ hbase org. apache. hadoop. hbase. mapr educe. HashTabl e - - bat chsi ze=32000 - - nunhashfil es=50
--starttime=1265875194289 --endti ne=1265878794289 --families=cf2,cf3 Test Tabl eA
/ hashes/ t est Tabl e

For more detailed information regarding HashTable options, use hbase
or g. apache. hadoop. hbase. mapr educe. HashTabl e --help .

2. Run SyncTabl e on the target cluster: SyncTabl e [ opti ons] <sourcehashdir> <sourcet abl e>
<t argettabl e>.



The following is an example, for a dry run SyncTable of tableA from a remote source cluster to a local tableB on
the target cluster:

$ hbase org. apache. hadoop. hbase. mapr educe. SyncTabl e --dryrun=true
--sourcezkcl ust er=zk1. exanpl e. com zk2. exanpl e. com zk3. exanpl e. com 2181: / hbase
hdf s: //nn: 8020/ hashes/t est Tabl e t est Tabl eA t est Tabl eB

For more detailed information regarding HashTable options, use hbase
or g. apache. hadoop. hbase. mapr educe. SyncTabl e --hel p.

Managing HDFS

The section contains configuration tasks for the HDFS service. For information on configuring HDFS for high availability,
see HDFS High Availability on page 356.

NameNodes

NameNodes maintain the namespace tree for HDFS and a mapping of file blocks to DataNodes where the data is stored.
A simple HDFS cluster can have only one primary NameNode, supported by a secondary NameNode that periodically
compresses the NameNode edits log file that contains a list of HDFS metadata modifications. This reduces the amount
of disk space consumed by the log file on the NameNode, which also reduces the restart time for the primary NameNode.
A high availability cluster contains two NameNodes: active and standby.

Formatting the NameNode and Creating the /tmp Directory
Formatting the NameNode and Creating the /tmp Directory Using Cloudera Manager

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

When you add an HDFS service, the wizard automatically formats the NameNode and creates the / t np directory on
HDFS. If you quit the wizard or it does not finish, you can format the NameNode and create the / t np directory outside
the wizard by doing these steps:

1. Stop the HDFS service if it is running. See Starting, Stopping, and Restarting Services on page 44.
. Click the Instances tab.

. Click the NameNode role instance.

. Select Actions > Format.

. Start the HDFS service.

6. Select Actions > Create /tmp Directory.
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Formatting the NameNode and Creating the /tmp Directory Using the Command Line

See Formatting the NameNode.

Backing Up and Restoring HDFS Metadata
Backing Up HDFS Metadata Using Cloudera Manager

HDFS metadata backups can be used to restore a NameNode when both NameNode roles have failed. In addition,
Cloudera recommends backing up HDFS metadata before a major upgrade.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
This backup method requires you to shut down the cluster.

1. Note the active NameNode.

2. Stop the cluster. It is particularly important that the NameNode role process is not running so that you can make
a consistent backup.

3. Go to the HDFS service.
4. Click the Configuration tab.
5. In the Search field, search for "NameNode Data Directories" and note the value.



6. On the active NameNode host, back up the directory listed in the NameNode Data Directories property. If more
than one is listed, make a backup of one directory, since each directory is a complete copy. For example, if the
NameNode data directory is / dat a/ df s/ nn, do the following as root:

# cd /data/dfs/nn
# tar -cvf /root/nn_backup_data.tar

You should see output like this:

v

.lcurrent/
.lcurrent/fsinmge
.lcurrent/fstine
./ current/VERSI ON
.lcurrent/edits

. i mage/

. I'i mage/ f si mage

If there is a file with the extension lock in the NameNode data directory, the NameNode most likely is still running.
Repeat the steps, starting by shutting down the NameNode role.

Restoring HDFS Metadata From a Backup Using Cloudera Manager

The following process assumes a scenario where both NameNode hosts have failed and you must restore from a
backup.

1. Remove the NameNode, JournalNode, and Failover Controller roles from the HDFS service.

. Add the host on which the NameNode role will run.

. Create the NameNode data directory, ensuring that the permissions, ownership, and group are set correctly.

. Copy the backed up files to the NameNode data directory.

. Add the NameNode role to the host.

. Add the Secondary NameNode role to another host.

. Enable high availability. If not all roles are started after the wizard completes, restart the HDFS service. Upon
startup, the NameNode reads the fsimage file and loads it into memory. If the JournalNodes are up and running
and there are edit files present, any edits newer than the fsimage are applied.
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Moving NameNode Roles

This section describes two procedures for moving NameNode roles. Both procedures require cluster downtime. If
highly availability is enabled for the NameNode, you can use a Cloudera Manager wizard to automate the migration
process. Otherwise you must manually delete and add the NameNode role to a new host.

After moving a NameNode, if you have a Hive or Impala service, perform the steps in NameNode Post-Migration Steps
on page 161.

Moving Highly Available NameNode, Failover Controller, and JournalNode Roles Using the Migrate Roles Wizard
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

The Migrate Roles wizard allows you to move roles of a highly available HDFS service from one host to another. You
can use it to move NameNode, JournalNode, and Failover Controller roles.

Requirements and Limitations

¢ Nameservice federation (multiple namespaces) is not supported.

¢ This procedure requires cluster downtime, not a shutdown. The services discussed in this list must be running for
the migration to complete.

e The configuration of HDFS and services that depend on it must be valid.

¢ The destination host must be commissioned and healthy.

e The NameNode must be highly available using quorum-based storage.

e HDFS automatic failover must be enabled, and the cluster must have a running ZooKeeper service.



e If a Hue service is present in the cluster, its HDFS Web Interface Role property must refer to an HttpFS role, not
to a NameNode role.

e A majority of configured JournalNode roles must be running.

¢ The Failover Controller role that is not located on the source host must be running.

Before You Begin
Do the following before you run the wizard:

e On hosts running active and standby NameNodes, back up the data directories.

¢ On hosts running JournalNodes, back up the JournalNode edits directory.

e If the source host is not functioning properly, or is not reliably reachable, decommission the host.

¢ |f CDH and HDFS metadata was recently upgraded, and the metadata upgrade was not finalized, finalize the
metadata upgrade.

Running the Migrate Roles Wizard

1. If the host to which you want to move the NameNode is not in the cluster, follow the instructions in Adding a Host
to the Cluster on page 59 to add the host.

. Go to the HDFS service.

. Click the Instances tab.

. Click the Migrate Roles button.

. Click the Source Host text field and specify the host running the roles to migrate. In the Search field optionally
enter hostnames to filter the list of hosts and click Search.
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The following shortcuts for specifying hostname patterns are supported:

e Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com host1l.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
e Rack name

Select the checkboxes next to the desired host. The list of available roles to migrate displays. Deselect any roles
you do not want to migrate. When migrating a NameNode, the co-located Failover Controller must be migrated
as well.

6. Click the Destination Host text field and specify the host to which the roles will be migrated. On destination hosts,
indicate whether to delete data in the NameNode data directories and JournalNode edits directory. If you choose
not to delete data and such role data exists, the Migrate Roles command will not complete successfully.

7. Acknowledge that the migration process incurs service unavailability by selecting the Yes, | am ready to restart
the cluster now checkbox.

8. Click Continue. The Command Progress screen displays listing each step in the migration process.

9. When the migration completes, click Finish.

Moving a NameNode to a Different Host Using Cloudera Manager

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

E,’ Note: This procedure requires cluster downtime.



1. If the host to which you want to move the NameNode is not in the cluster, follow the instructions in Adding a Host
to the Cluster on page 59 to add the host.

2. Stop all cluster services.

3. Make a backup of the df s. nane. di r directories on the existing NameNode host. Make sure you back up the
f si mage and edi t s files. They should be the same across all of the directories specified by the df s. name. di r
property.

4. Copy the files you backed up from df s. nane. di r directories on the old NameNode host to the host where you
want to run the NameNode.

5. Go to the HDFS service.

6. Click the Instances tab.

7. Select the checkbox next to the NameNode role instance and then click the Delete button. Click Delete again to
confirm.

8. In the Review configuration changes page that appears, click Skip.

9. Click Add Role Instances to add a NameNode role instance.

10 Select the host where you want to run the NameNode and then click Continue.

1. Specify the location of the df s. nane. di r directories where you copied the data on the new host, and then click
Accept Changes.

1 Start cluster services. After the HDFS service has started, Cloudera Manager distributes the new configuration
files to the DataNodes, which will be configured with the IP address of the new NameNode host.

NameNode Post-Migration Steps
After moving a NameNode, if you have a Hive or Impala service, perform the following steps:

1. Go to the Hive service.

2. Stop the Hive service.

3. Select Actions > Update Hive Metastore NameNodes.

4. If you have an Impala service, restart the Impala service or run an | NVALI DATE METADATA query.

Sizing NameNode Heap Memory

Each workload has a unique byte-distribution profile. Some workloads can use the default JVM settings for heap
memory and garbage collection, but others require tuning. This topic provides guidance on sizing your NameNode JVM
if the dynamic heap settings cause a bottleneck.

All Hadoop processes run on a Java Virtual Machine (JVM). The number of JVMs depend on your deployment mode:

e Local (or standalone) mode - There are no daemons and everything runs on a single JVM.
¢ Pseudo-distributed mode - Each daemon (such as the NameNode daemon) runs on its own JVM on a single host.
¢ Distributed mode - Each daemon runs on its own JVM across a cluster of hosts.

The standard NameNode configuration is one active (and primary) NameNode for the entire namespace and one
Secondary NameNode for checkpoints (but not failover). A high- availability configuration replaces the Secondary
NameNode with a Standby NameNode that prevents a single point of failure. Each NameNode uses its own JVM.

Environment Variables

HADOOP_HEAPSIZE sets the JVM heap size for all Hadoop project servers such as HDFS, YARN, and MapReduce.
HADOOP_HEAPSIZE is an integer passed to the JVM as the maximum memory (Xmx) argument. For example:

HADOOP_HEAPSI ZE=1024

HADOOP_NAMENODE_OPTS is specific to the NameNode and sets all JVM flags, which must be specified.
HADOOP_NAMENODE_OPTS overrides the HADOOP_HEAPSIZE Xmx value for the NameNode. For example:

HADOOP_NAMENCDE_OPTS=- Xn51024m - Xmx1024m - XX: +UsePar NewGC - XX: +UseConcMar kSweepGC
- XX: GBI ni ti ati ngQccupancyFracti on=70 - XX: +CVMSPar al | el Remar kEnabl ed
- XX: +Print TenuringDi stribution - XX OnQut O Menor yError ={{ AGENT_COVMON DI R} }/ ki | | parent . sh

Both HADOOP_NAMENODE_OPTS and HADOOP_HEAPSIZE are stored in / et ¢/ hadoop/ conf / hadoop- env. sh.



Monitoring Heap Memory Usage
You can monitor your heap memory usage several ways:

¢ Cloudera Manager: Look at the NameNode chart for heap memory usage. If you need to build the chart from
scratch, run:

sel ect jvm max_nenory_nb, jvm heap_used_nb where rol eType="NaneNode"

¢ NameNode Web Ul: Scroll down to the Summary and look for "Heap Memory used."
e Command line: Generate a heap dump.

Files and Blocks

In HDFS, data and metadata are decoupled. Data files are split into block files that are stored, and replicated, on
DataNodes across the cluster. The filesystem namespace tree and associated metadata are stored on the NameNode.

Namespace objects are file inodes and blocks that point to block files on the DataNodes. These namespace objects are
stored as a file system image (fsimage) in the NameNode's memory and also persist locally. Updates to the metadata
are written to an edit log. When the NameNode starts, or when a checkpoint is taken, the edits are applied, the log is
cleared, and a new fsimage is created.

o Important: The NameNode keeps the entire namespace image in memory. The Secondary NameNode,
on its own JVM, does the same when creating an image checkpoint.

On average, each file consumes 1.5 blocks of storage. That is, the average file is split into two block files—one that
consumes the entire allocated block size and a second that consumes half of that. On the NameNode, this same average
file requires three namespace objects—one file inode and two blocks.

Disk Space versus Namespace

The CDH default block size (dfs.blocksize) is set to 128 MB. Each namespace object on the NameNode consumes
approximately 150 bytes.

On DataNodes, data files are measured by disk space consumed—the actual data length—and not necessarily the full
block size. For example, a file that is 192 MB consumes 192 MB of disk space and not some integral multiple of the
block size. Using the default block size of 128 MB, a file of 192 MB is split into two block files, one 128 MB file and one
64 MB file. On the NameNode, namespace objects are measured by the number of files and blocks. The same 192 MB
file is represented by three namespace objects (1 file inode + 2 blocks) and consumes approximately 450 bytes of
memory.

Large files split into fewer blocks generally consume less memory than small files that generate many blocks. One data
file of 128 MB is represented by two namespace objects on the NameNode (1 file inode + 1 block) and consumes
approximately 300 bytes of memory. By contrast, 128 files of 1 MB each are represented by 256 namespace objects
(128 file inodes + 128 blocks) and consume approximately 38,400 bytes. The optimal split size, then, is some integral
multiple of the block size, for memory management as well as data locality optimization.

By default, Cloudera Manager allocates a maximum heap space of 1 GB for every million blocks (but never less than 1
GB). How much memory you actually need depends on your workload, especially on the number of files, directories,
and blocks generated in each namespace. If all of your files are split at the block size, you could allocate 1 GB for every
million files. But given the historical average of 1.5 blocks per file (2 block objects), a more conservative estimate is 1
GB of memory for every million blocks.

o Important: Cloudera recommends 1 GB of NameNode heap space per million blocks to account for
the namespace objects, necessary bookkeeping data structures, and the remote procedure call (RPC)
workload. In practice, your heap requirements will likely be less than this conservative estimate.

Replication

The default block replication factor (dfs.replication) is three. Replication affects disk space but not memory consumption.
Replication changes the amount of storage required for each block but not the number of blocks. If one block file on
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a DataNode, represented by one block on the NameNode, is replicated three times, the number of block files is tripled
but not the number of blocks that represent them.

With replication off, one file of 192 MB consumes 192 MB of disk space and approximately 450 bytes of memory. If
you have one million of these files, or 192 TB of data, you need 192 TB of disk space and, without considering the RPC
workload, 450 MB of memory: (1 million inodes + 2 million blocks) * 150 bytes. With default replication on, you need
576 TB of disk space: (192 TB * 3) but the memory usage stay the same, 450 MB. When you account for bookkeeping
and RPCs, and follow the recommendation of 1 GB of heap memory for every million blocks, a much safer estimate
for this scenario is 2 GB of memory (with or without replication).

Examples
Example 1: Estimating NameNode Heap Memory Used

Alice, Bob, and Carl each have 1 GB (1024 MB) of data on disk, but sliced into differently sized files. Alice and Bob have
files that are some integral of the block size and require the least memory. Carl does not and fills the heap with
unnecessary namespace objects.

Alice: 1 x 1024 MB file

¢ 1 fileinode
¢ 8blocks (1024 MB / 128 MB)

Total = 9 objects * 150 bytes = 1,350 bytes of heap memory
Bob: 8 x 128 MB files

¢ 8fileinodes
e 8 blocks

Total = 16 objects * 150 bytes = 2,400 bytes of heap memory
Carl: 1,024 x 1 MB files

e 1,024 file inodes
e 1,024 blocks

Total = 2,048 objects * 150 bytes = 307,200 bytes of heap memory
Example 2: Estimating NameNode Heap Memory Needed

In this example, memory is estimated by considering the capacity of a cluster. Values are rounded. Both clusters
physically store 4800 TB, or approximately 36 million block files (at the default block size). Replication determines how
many namespace blocks represent these block files.

Cluster A: 200 hosts of 24 TB each = 4800 TB.

¢ Blocksize=128 MB, Replication=1

e Cluster capacity in MB: 200 * 24,000,000 MB = 4,800,000,000 MB (4800 TB)

e Disk space needed per block: 128 MB per block * 1 = 128 MB storage per block
e Cluster capacity in blocks: 4,800,000,000 MB / 128 MB = 36,000,000 blocks

At capacity, with the recommended allocation of 1 GB of memory per million blocks, Cluster A needs 36 GB of maximum
heap space.

Cluster B: 200 hosts of 24 TB each = 4800 TB.
¢ Blocksize=128 MB, Replication=3
e Cluster capacity in MB: 200 * 24,000,000 MB = 4,800,000,000 MB (4800 TB)
¢ Disk space needed per block: 128 MB per block * 3 = 384 MB storage per block
¢ Cluster capacity in blocks: 4,800,000,000 MB / 384 MB = 12,000,000 blocks

At capacity, with the recommended allocation of 1 GB of memory per million blocks, Cluster B needs 12 GB of maximum
heap space.



Both Cluster A and Cluster B store the same number of block files. In Cluster A, however, each block file is unique and
represented by one block on the NameNode; in Cluster B, only one-third are unique and two-thirds are replicas.

DataNodes

DataNodes store data in a Hadoop cluster and is the name of the daemon that manages the data. File data is replicated
on multiple DataNodes for reliability and so that localized computation can be executed near the data. The default
replication factor for HDFS is three. That is, three copies of data are maintained at all times.

Important: Cloudera recommends that you do not configure a lower replication factor when you
have at least three DataNodes. A lower replication factor may lead to data loss.

Within a cluster, DataNodes should be uniform. If they are not uniform, issues can occur. For example, DataNodes
with less memory fill up more quickly than DataNodes with more memory, which can result in job failures.

How NameNode Manages Blocks on a Failed DataNode

A DataNode is considered dead after a set period without any heartbeats (10.5 minutes by default). When this happens,
the NameNode performs the following actions to maintain the configured replication factor (3x replication by default):

1. The NameNode determines which blocks were on the failed DataNode.
2. The NameNode locates other DataNodes with copies of these blocks.

3. The DataNodes with block copies are instructed to copy those blocks to other DataNodes to maintain the configured
replication factor.

Keep the following in mind when working with dead DataNodes:

¢ |f the DataNode failed due to a disk failure, follow the procedure in Replacing a Disk on a DataNode Host on page
164 or Performing Disk Hot Swap for DataNodes on page 166 to bring a repaired DataNode back online. If a DataNode
failed to heartbeat for other reasons, they need to be recommissioned to be added back to the cluster. For more
information, see Recommissioning Hosts on page 65.

e |f a DataNode rejoins the cluster, there is the possibility that there will be a surplus of replicas for blocks that were
on that DataNode. The NameNode will randomly remove excess replicas while adhering to Rack-Awareness policies.

Replacing a Disk on a DataNode Host
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

For CDH 5.3 and higher, see Performing Disk Hot Swap for DataNodes on page 166.

If one of your DataNode hosts experiences a disk failure, follow this process to replace the disk:

1. Stop managed services.
. Decommission the DataNode role instance.
. Replace the failed disk.
. Recommission the DataNode role instance.

. Run the HDFS f sck utility to validate the health of HDFS. The utility normally reports over-replicated blocks
immediately after a DataNode is reintroduced to the cluster, which is automatically corrected over time.
6. Start managed services.
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Configuring Storage Directories for DataNodes

Adding and Removing Storage Directories Using Cloudera Manager

Adding Storage Directories
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Go to the HDFS service.
2. Click the Configuration tab.
3. Select Scope > DataNode.



4. Add the new storage directory to the DataNode Data Directory property. To specify the storage type for HDFS
heterogenous storage, add the storage type, surrounded by brackets, at the front of the path. For example:
[ SSD] / dat a/ exanpl e_dir/

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

5. Click Save Changes to commit the changes.
6. Restart the DataNode.

o Important: You must restart the DataNodes for heterogenous storage configuration changes to
take effect.

Removing Storage Directories
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Stop the cluster.

. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > DataNode.

. Remove the current directories and add new ones to the DataNode Data Directory property.
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If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

6. Click Save Changes to commit the changes.
7. Copy the contents under the old directory to the new directory.
8. Start the cluster.

Configuring Storage Balancing for DataNodes

You can configure HDFS to distribute writes on each DataNode in a manner that balances out available storage among
that DataNode's disk volumes.

By default a DataNode writes new block replicas to disk volumes solely on a round-robin basis. You can configure a
volume-choosing policy that causes the DataNode to take into account how much space is available on each volume
when deciding where to place a new replica.

You can configure

¢ how much DataNode volumes are allowed to differ in terms of bytes of free disk space before they are considered
imbalanced, and

¢ what percentage of new block allocations will be sent to volumes with more available disk space than others.
Configuring Storage Balancing for DataNodes Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Go to the HDFS service.

2. Click the Configuration tab.
3. Select Scope > DataNode.
4, Select Category > Advanced.
5. Configure the following properties (you can use the Search box to locate the properties):
Property Value Description
df s. dat anode. org. apache. hadoop. Enables storage balancing among the DataNode's
f sdat aset . hdf s. server. dat anode. |
vol une. choosi ng. f sdat aset . volumes.
policy Avai | abl eSpace\dl uneChoosi ngRdl i cy




Property

Value

Description

df s. dat anode.

avai | abl e- space-
vol une- choosi ng-
pol i cy. bal anced-
space-threshol d

10737418240 (default)

The amount by which volumes are allowed to differ
from each other in terms of bytes of free disk space
before they are considered imbalanced. The default
is 10737418240 (10 GB).

If the free space on each volume is within this range
of the other volumes, the volumes will be
considered balanced and block assignments will be
done on a pure round-robin basis.

df s. dat anode.

avai | abl e- space-
vol une- choosi ng-
pol i cy. bal anced-

0.75 (default)

What proportion of new block allocations will be
sent to volumes with more available disk space than
others. The allowable range is 0.0-1.0, but set it in

space- pr ef er ence-

- the range 0.5 - 1.0 (that is, 50-100%), since there
fraction

should be no reason to prefer that volumes with
less available disk space receive more block
allocations.

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

6. Click Save Changes to commit the changes.
7. Restart the role.

Configuring Storage Balancing for DataNodes Using the Command Line

This section applies to unmanaged deployments without Cloudera Manager. See Configuring Storage Balancing for
DataNodes.

Performing Disk Hot Swap for DataNodes

This section describes how to replace HDFS disks without shutting down a DataNode. This is referred to as hot swap.

n Warning: Requirements and Limitations

e Hot swap is supported for CDH 5.4 and higher.

e Hot swap can only add disks with empty data directories.

e Removing a disk does not move the data off the disk, which could potentially result in data loss.
e Do not perform hot swap on multiple hosts at the same time.

Performing Disk Hot Swap for DataNodes Using Cloudera Manager
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
1. Configure data directories to remove the disk you are swapping out:

. Go to the HDFS service.

. Click the Instances tab.

In the Role Type column, click on the affected DataNode.

. Click the Configuration tab.

. Select Scope > DataNode.

Select Category > Main.

. Change the value of the DataNode Data Directory property to remove the directories that are mount points
for the disk you are removing.
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Warning: Change the value of this property only for the specific DataNode instance where
A you are planning to hot swap the disk. Do not edit the role group value for this property.
Doing so will cause data loss.

. Click Save Changes to commit the changes.
. Refresh the affected DataNode. Select Actions > Refresh Data Directories.
. Remove the old disk and add the replacement disk.

. Change the value of the DataNode Data Directory property to add back the directories that are mount points for
the disk you added.

6. Click Save Changes to commit the changes.
7. Refresh the affected DataNode. Select Actions > Refresh Data Directories.
8. Runthe hdfs fsck / command to validate the health of HDFS.
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Performing Disk Hot Swap for DataNodes Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Use these instructions to perform hot swap of disks in a cluster that is not managed by Cloudera Manager
To add and remove disks:

1. If you are adding disks, format and mount them.

2. Change the value of df s. dat anode. dat a. di r in hdf s-si t e. xml on the DataNode to reflect the directories
that will be used from now on (add new points and remove obsolete ones). For more information, see the
instructions for DataNodes under Configuring Local Storage Directories.

3. Start the reconfiguration process:

¢ |f Kerberos is enabled:

$ kinit -kt /path/to/hdfs. keytab hdfs/<fully.qualified.domai n. name@OUR- REALM COV> &&
df sadm n -reconfig datanode HOST: PORT start

e |f Kerberos is not enabled:

$ sudo -u hdfs hdfs dfsadmin -reconfig datanode HOST: PORT start

where HOST:PORT is the DataNode's df s. dat anode. i pc. addr ess (or its hostname and the port specified in
df s. dat anode. i pc. addr ess; for example dnhost 1. exanpl e. com 5678)

To check on the progress of the reconfiguration, you can use the st at us option of the command; for example,
if Kerberos is not enabled:

$ sudo -u hdfs hdfs dfsadnmin -reconfig datanode HOST: PORT st at us

4. Once the reconfiguration is complete, unmount any disks you have removed from the configuration.
5. Run the HDFS f sck utility to validate the health of HDFS.

To perform maintenance on a disk:

1. Change the value of df s. dat anode. dat a. di r inhdf s-si t e. xm onthe DataNode to exclude the mount point
directories that reside on the affected disk and reflect only the directories that will be used during the maintenance
window. For more information, see the instructions for DataNodes under Configuring Local Storage Directories.

2. Start the reconfiguration process:
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¢ |f Kerberos is enabled:

$ kinit -kt /path/to/hdfs. keytab hdfs/<fully.qualified.domain. name@OUR- REALM COV> &&
df sadm n -reconfig datanode HOST: PORT start

e |f Kerberos is not enabled:

$ sudo -u hdfs hdfs dfsadmin -reconfi g datanode HOST: PORT start

where HOST:PORT is the DataNode's df s. dat anode. i pc. addr ess, or its hostname and the port specified in
df s. dat anode. i pc. addr ess.

To check on the progress of the reconfiguration, you can use the st at us option of the command; for example,
if Kerberos is not enabled:

$ sudo -u hdfs hdfs dfsadnmin -reconfig datanode HOST: PORT st at us

. Once the reconfiguration is complete, unmount the disk.

Perform maintenance on the disk.

. Remount the disk.

. Change the value of df s. dat anode. dat a. di r again to reflect the original set of mount points.
. Repeat step 2.

. Run the HDFS f sck utility to validate the health of HDFS.
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JournalNodes

High-availabilty clusters use JournalNodes to synchronize active and standby NameNodes. The active NameNode writes
to each JournalNode with changes, or "edits," to HDFS namespace metadata. During failover, the standby NameNode
applies all edits from the JournalNodes before promoting itself to the active state.

Moving the JournalNode Edits Directory
Moving the JournalNode Edits Directory for an Role Instance Using Cloudera Manager

To change the location of the edits directory for one JournalNode instance:
1. Reconfigure the JournalNode Edits Directory.

. Go to the HDFS service in Cloudera Manager.

. Click JournalNode under Status Summary.

Click the JournalNode link for the instance you are changing.

. Click the Configuration tab.

. Setdf s. j ournal node. edi ts. di r to the path of the new j n directory.
Click Save Changes.

-0 o0 T o

2. Move the location of the JournalNode (j n) directory at the command line:

a. Connect to host of the JournalNode.
b. Copy the JournalNode (j n) directory to its new location with the - a option to preserve permissions:

cp -a /<old_path_to_jn_dir>/jn /<new path_to_jn_dir>/jn
c. Rename the old j n directory to avoid confusion:

nmv /<old_path_to_jn_dir>/jn /<old_path_to_jn_dir>/jn_to_delete

3. Redeploy the HDFS client configuration:

a. Go to the HDFS service.
b. Select Actions > Deploy Client Configuration.



4. Perform a Rolling Restart on page 45 for HDFS by selecting Actions > Rolling Restart. Use the default settings.
5. From the command line, delete the old j n_t o_del et e directory.

Moving the JournalNode Edits Directory for a Role Group Using Cloudera Manager
To change the location of the edits directory for each JournalNode in the JournalNode Default Group:
1. Stop all services on the cluster in Cloudera Manager:

a. Go to the Cluster.
b. Select Actions > Stop.

2. Find the list of JournalNode hosts:

a. Go to the HDFS service.
b. Click JournalNode under Status Summary.

3. Move the location of each JournalNode (j n) directory at the command line:
a. Connect to each host with a JournalNode.
b. Per host, copy the JournalNode (j n) directory to its new location with the - a option to preserve permissions:
cp -a /<old_path_to_jn_dir>/jn /<new path_to_jn_dir>/jn

c. Per host, rename the old j n directory to avoid confusion:

mvy /<old_path_to_jn_dir>/jn /<old_path_to_ jn_dir>/jn_to_delete

4. Reconfigure the JournalNode Default Group:

. Go to the HDFS service.

. Click the Configuration tab.

Click JournalNode under Scope.

. Setdf s. j our nal node. edi ts. di r to the path of the new j n directory for all JournalNodes in the group.
. Click Save Changes.
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5. Redeploy the client configuration for the cluster:

a. Go to the Cluster.
b. Select Actions > Deploy Client Configuration.

6. Start all services on the cluster by selecting Actions > Start.
7. Delete the old j n_t o_del et e directories from the command line.

Moving JournalNodes Across Hosts

To move JournalNodes to a new host, see Moving Highly Available NameNode, Failover Controller, and JournalNode
Roles Using the Migrate Roles Wizard on page 159.

Configuring Short-Circuit Reads

So-called "short-circuit" reads bypass the DataNode, allowing a client to read the file directly, as long as the client is
co-located with the data. Short-circuit reads provide a substantial performance boost to many applications and help
improve HBase random read profile and Impala performance.

Short-circuit reads require | i bhadoop. so (the Hadoop Native Library) to be accessible to both the server and the
client. | i bhadoop. so is not available if you have installed from a tarball. You must install from an . r pm . deb, or
parcel in order to use short-circuit local reads.

Configuring Short-Circuit Reads Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
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E,i Note: Short-circuit reads are enabled by default in Cloudera Manager.

. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > Gateway or HDFS (Service-Wide).
. Select Category > Performance.

. Locate the Enable HDFS Short Circuit Read property or search for it by typing its name in the Search box. Check
the box to enable it.
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If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

6. Click Save Changes to commit the changes.

Configuring Short-Circuit Reads Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

Configure the following properties in hdf s- si t e. xim to enable short-circuit reads in a cluster that is not managed
by Cloudera Manager:

<property>
<nane>dfs.client.read. shortcircuit</name>
<val ue>t rue</ val ue>

</ property>

<property>
<nane>dfs.client.read. shortcircuit.streans. cache. si ze</ nane>
<val ue>1000</ val ue>

</ property>

<property>
<nanme>dfs.client.read. shortcircuit.streans. cache. expiry. ns</ nane>
<val ue>10000</ val ue>

</ property>

<property>

<nanme>df s. domai n. socket . pat h</ nanme>

<val ue>/ var/ run/ hadoop- hdf s/ dn. _PORT</ val ue>
</ property>

E,i Note: The text PORT appears just as shown; you do not need to substitute a number.

If / var / r un/ hadoop- hdf s/ is group-writable, make sure its group is r oot .

Configuring HDFS Trash

The Hadoop trash feature helps prevent accidental deletion of files and directories. When you delete a file in HDFS,
the file is not immediately expelled from HDFS. Deleted files are first moved to the

/ user/ <user name>/ . Trash/ Cur r ent directory, with their original filesystem path being preserved. After a
user-configurable period of time (f s. t rash. i nt er val ), a process known as trash checkpointing renames the Cur r ent
directory to the current timestamp, that is, / user / <user nane>/ . Tr ash/ <t i nest anp>. The checkpointing process
also checks the rest of the . Tr ash directory for any existing timestamp directories and removes them from HDFS
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permanently. You can restore files and directories in the trash simply by moving them to a location outside the . Tr ash
directory.

o Important:

e Thetrash feature is disabled by default. Cloudera recommends that you enable it on all production
clusters.

e The trash feature works by default only for files and directories deleted using the Hadoop shell.
Files or directories deleted programmatically using other interfaces (WebHDFS or the Java APIs,
for example) are not moved to trash, even if trash is enabled, unless the program has implemented
a call to the trash functionality. (Hue, for example, implements trash as of CDH 4.4.)

Users can bypass trash when deleting files using the shell by specifying the - ski pTr ash option
tothe hadoop fs -rm -r command. This can be useful when it is necessary to delete files that
are too large for the user's quota.

Trash Behavior with HDFS Transparent Encryption Enabled

Starting with CDH 5.7.1, you can delete files or directories that are part of an HDFS encryption zone. As is evident from
the procedure described above, moving and renaming files or directories is an important part of trash handling in
HDFS. However, currently HDFS transparent encryption only supports renames within an encryption zone. To
accommodate this, HDFS creates a local . Tr ash directory every time a new encryption zone is created. For example,
when you create an encryption zone, / enc_zone, HDFS will also create the / enc_zone/ . Tr ash/ sub-directory. Files
deleted from enc_zone are moved to/ enc_zone/ . Tr ash/ <user nanme>/ Cur r ent / . After the checkpoint, the
Cur r ent directory is renamed to the current timestamp, / enc_zone/ . Trash/ <user nanme>/ <t i mest anp>.

If you delete the entire encryption zone, it will be moved to the . Tr ash directory under the user's home directory,

/ user s/ <user nanme>/ . Trash/ Curr ent / enc_zone. Trash checkpointing will occur only after the entire zone has
been moved to/ user s/ <user nane>/ . Tr ash. However, if the user's home directory is already part of an encryption
zone, then attempting to delete an encryption zone will fail because you cannot move or rename directories across
encryption zones.

If you have upgraded your cluster to CDH 5.7.1 (or higher), and you have an encryption zone that was created before
the upgrade, create the . Tr ash directory using the - pr ovi si onTr ash option as follows:

$ hdfs crypto -provisionTrash -path /enc_zone

In CDH 5.7.0 and lower, HDFS does not automatically create the . Tr ash directory when an encryption zone is created.
However, you can use the following commands to manually create the . Tr ash directory within an encryption zone.
Make sure you run the commands as an admin user.

$ hdfs dfs -nkdir /enc_zone/. Trash
$ hdfs dfs -chnmod 1777 /enc_zone/. Trash

Configuring HDFS Trash Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Enabling and Disabling Trash

1. Go to the HDFS service.

2. Click the Configuration tab.

3. Select Scope > Gateway.

4. Select or deselect the Use Trash checkbox.

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.




5. Click Save Changes to commit the changes.
6. Restart the cluster and deploy the cluster client configuration.

Setting the Trash Interval

1. Go to the HDFS service.

2. Click the Configuration tab.
3. Select Scope > NameNode.
4

. Specify the Filesystem Trash Interval property, which controls the number of minutes after which a trash checkpoint
directory is deleted and the number of minutes between trash checkpoints. For example, to enable trash so that
deleted files are deleted after 24 hours, set the value of the Filesystem Trash Interval property to 1440.

E,’ Note: The trash interval is measured from the point at which the files are moved to trash, not
from the last time the files were modified.

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

5. Click Save Changes to commit the changes.
6. Restart all NameNodes.

Configuring HDFS Trash Using the Command Line
See Enabling Trash.

HDFS Balancers

HDFS data might not always be distributed uniformly across DataNodes. One common reason is addition of new
DataNodes to an existing cluster. HDFS provides a balancer utility that analyzes block placement and balances data
across the DataNodes. The balancer moves blocks until the cluster is deemed to be balanced, which means that the
utilization of every DataNode (ratio of used space on the node to total capacity of the node) differs from the utilization
of the cluster (ratio of used space on the cluster to total capacity of the cluster) by no more than a given threshold
percentage. The balancer does not balance between individual volumes on a single DataNode.

Configuring and Running the HDFS Balancer Using Cloudera Manager
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

In Cloudera Manager, the HDFS balancer utility is implemented by the Balancer role. The Balancer role usually shows
a health of None on the HDFS Instances tab because it does not run continuously.

The Balancer role is normally added (by default) when the HDFS service is installed. If it has not been added, you must
add a Balancer role in order to rebalance HDFS and to see the Rebalance action.

Configuring the Balancer Threshold

The Balancer has a default threshold of 10%, which ensures that disk usage on each DataNode differs from the overall
usage in the cluster by no more than 10%. For example, if overall usage across all the DataNodes in the cluster is 40%
of the cluster's total disk-storage capacity, the script ensures that DataNode disk usage is between 30% and 50% of
the DataNode disk-storage capacity. To change the threshold:

1. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > Balancer.

. Select Category > Main.

. Set the Rebalancing Threshold property.
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If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

6. Click Save Changes to commit the changes.



Running the Balancer

1. Go to the HDFS service.

2. Ensure the service has a Balancer role.

3. Select Actions > Rebalance.

4. Click Rebalance to confirm. If you see a Finished status, the Balancer ran successfully.

Configuring and Running the HDFS Balancer Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

The HDFS balancer re-balances data across the DataNodes, moving blocks from overutilized to underutilized nodes.
As the system administrator, you can run the balancer from the command-line as necessary -- for example, after adding
new DataNodes to the cluster.

Points to note:

e The balancer requires the capabilities of an HDFS superuser (for example, the hdf s user) to run.
e The balancer does not balance between individual volumes on a single DataNode.
* You can run the balancer without parameters, as follows:

sudo -u hdfs hdfs bal ancer

E,’ Note: If Kerberos is enabled, do not use commands in the form sudo -u <user > hadoop

<conmand>; they will fail with a security error. Instead, use the following commands: $ ki ni t
<user > (if you are using a password) or$ ki nit -kt <keytab> <pri nci pal > (if you are
using a keyt ab) and then, for each command executed by this user, $ <command>

This runs the balancer with a default threshold of 10%, meaning that the script will ensure that disk usage on each
DataNode differs from the overall usage in the cluster by no more than 10%. For example, if overall usage across
all the DataNodes in the cluster is 40% of the cluster's total disk-storage capacity, the script ensures that each
DataNode's disk usage is between 30% and 50% of that DataNode's disk-storage capacity.

¢ You can run the script with a different threshold; for example:
sudo -u hdfs hdfs bal ancer -threshold 5

This specifies that each DataNode's disk usage must be (or will be adjusted to be) within 5% of the cluster's overall
usage.

¢ You can adjust the network bandwidth used by the balancer, by running the df sadm n - set Bal ancer Bandwi dt h
command before you run the balancer; for example:

df sadm n -set Bal ancer Bandwi dt h newbandw dt h

where newbandwidth is the maximum amount of network bandwidth, in bytes per second, that each DataNode
can use during the balancing operation. For more information about the bandwidth command, see
BalancerBandwidthCommand.

e The balancer can take a long time to run, especially if you are running it for the first time, or do not run it regularly.

Enabling WebHDFS
Enabling WebHDFS Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
To enable WebHDFS, proceed as follows:
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. Select the HDFS service.

. Click the Configuration tab.

. Select Scope > HDFS-1 (Service Wide)
. Select the Enable WebHDFS property.
. Click the Save Changes button.

6. Restart the HDFS service.
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WebHDFS uses the following prefix and URI format: webhdf s: / / <HOST>: <HTTP_PORT>/ <PATH>
Secure WebHDFS uses the following prefix and URI format: swebhdf s: / / <HOST>: <HTTP_PORT>/ <PATH>

You can find a full explanation of the WebHDFS API in the WebHDFS API documentation.
Enabling WebHDFS Using the Command Line
See Enabling WebHDFS.

Adding HttpFS

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
Apache Hadoop HttpFS is a service that provides HTTP access to HDFS.

HttpFS has a REST HTTP API supporting all HDFS filesystem operations (both read and write).
Common HttpFS use cases are:

¢ Read and write data in HDFS using HTTP utilities (such as cur| orwget ) and HTTP libraries from languages other
than Java (such as Perl).

¢ Transfer data between HDFS clusters running different versions of Hadoop (overcoming RPC versioning issues),
for example using Hadoop DistCp.

¢ Read and write data in HDFS in a cluster behind a firewall. (The HttpFS server acts as a gateway and is the only
system that is allowed to send and receive data through the firewall).

HttpFS supports Hadoop pseudo-authentication, HTTP SPNEGO Kerberos, and additional authentication mechanisms
using a plugin API. HttpFS also supports Hadoop proxy user functionality.

The webhdf s client file system implementation can access HttpFS using the Hadoop filesystem command (hadoop
f's), by using Hadoop DistCp, and from Java applications using the Hadoop file system Java API.

The HttpFS HTTP REST API is interoperable with the WebHDFS REST HTTP API.

For more information about HttpFS, see Hadoop HDFS over HTTP.

The HttpFS role is required for Hue when you enable HDFS high availability.

Adding the HttpFS Role

1. Go to the HDFS service.

. Click the Instances tab.

. Click Add Role Instances.

. Click the text box below the HttpFS field. The Select Hosts dialog box displays.

. Select the host on which to run the role and click OK.

. Click Continue.

. Check the checkbox next to the HttpFS role and select Actions for Selected > Start.
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Using Load Balancer with HttpFS
Configure the HttpFS Service to work with the load balancer you configured for the service:

1. In the Cloudera Manager Admin Console, navigate to Cluster > <HDFS service>.
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2. On the Configuration tab, search for the following property:

Ht t pFS Load Bal ancer

3. Enter the hostname and port for the load balancer in the following format:

<host name>: <port >

4. Save the changes.

E,i Note:

When you set this property, Cloudera Manager regenerates the keytabs for HttpFS roles. The principal
in these keytabs contains the load balancer hostname.

If there is a Hue service that depends on this HDFS service, the Hue service has the option to use the
load balancer as its HDFS Web Interface Role.

Adding and Configuring an NFS Gateway

The NFSv3 gateway allows a client to mount HDFS as part of the client's local file system. The gateway machine can
be any host in the cluster, including the NameNode, a DataNode, or any HDFS client. The client can be any
NFSv3-client-compatible machine.

o Important:

HDFS does not currently provide ACL support for an NFS gateway.

After mounting HDFS to his or her local filesystem, a user can:

e Browse the HDFS file system as though it were part of the local file system
¢ Upload and download files from the HDFS file system to and from the local file system.
e Stream data directly to HDFS through the mount point.

File append is supported, but random write is not.
Adding and Configuring an NFS Gateway Using Cloudera Manager
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

The NFS Gateway role implements an NFSv3 gateway. It is an optional role for a CDH 5 HDFS service.

Requirements and Limitations
e The NFS gateway works only with the following operating systems and Cloudera Manager and CDH versions:

— With Cloudera Manager 5.0.1 or higher and CDH 5.0.1 or higher, the NFS gateway works on all operating
systems supported by Cloudera Manager.

— With Cloudera Manager 5.0.0 or CDH 5.0.0, the NFS gateway only works on RHEL and similar systems.

— The NFS gateway is not supported on versions lower than Cloudera Manager 5.0.0 and CDH 5.0.0.

* The nfs-utils OS package is required for a client to mount the NFS export and to run commands such as showmount
from the NFS Gateway.

e If any NFS server is already running on the NFS Gateway host, it must be stopped before the NFS Gateway role is
started.

e There are two configuration options related to NFS Gateway role: Temporary Dump Directory and Allowed Hosts
and Privileges. The Temporary Dump Directory is automatically created by the NFS Gateway role and should be
configured before starting the role.

¢ The Access Time Precision property in the HDFS service must be enabled.



Adding and Configuring the NFS Gateway Role

1. Go to the HDFS service.

. Click the Instances tab.

. Click Add Role Instances.

. Click the text box below the NFS Gateway field. The Select Hosts dialog box displays.
. Select the host on which to run the role and click OK.

. Click Continue.

. Click the NFS Gateway role.

. Click the Configuration tab.

9. Select Scope > NFS Gateway.

10 Select Category > Main.
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1. Ensure that the requirements on the directory set in the Temporary Dump Directory property are met.

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

12 Optionally edit Allowed Hosts and Privileges.

If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

1 Click Save Changes to commit the changes.
A Click the Instances tab.
15 Check the checkbox next to the NFS Gateway role and select Actions for Selected > Start.

Configuring an NFSv3 Gateway Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

The subsections that follow provide information on installing and configuring the gateway.

E’; Note: Install Cloudera Repository

Before using the instructions on this page to install or upgrade, install the Clouderayum zypper /YaST
or apt repository, and install or upgrade CDH 5 and make sure it is functioning correctly. For
instructions, see Installing the Latest CDH 5 Release and Upgrading Unmanaged CDH Using the
Command Line.

Upgrading from a CDH 5 Beta Release

If you are upgrading from a CDH 5 Beta release, you must first remove the hadoop- hdf s- por t map package. Proceed
as follows.

1. Unmount existing HDFS gateway mounts. For example, on each client, assuming the file system is mounted on
/ hdfs_nfs_nount:

$ urmount /hdf s_nfs_nount

2. Stop the services:

$ sudo servi ce hadoop- hdfs-nfs3 stop
$ sudo hadoop- hdf s- portmap stop
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3. Remove the hadoop- hdf s- por t map package.

e On a RHEL-compatible system:
$ sudo yum renmpve hadoop- hdf s- port nap
e On a SLES system:
$ sudo zypper renove hadoop- hdf s-port map
e On an Ubuntu or Debian system:
$ sudo apt-get renopve hadoop- hdfs-portmap
4. Install the new version
e On a RHEL-compatible system:
$ sudo yuminstall hadoop-hdfs-nfs3
e On aSLES system:
$ sudo zypper install hadoop-hdfs-nfs3
e On an Ubuntu or Debian system:

$ sudo apt-get install hadoop-hdfs-nfs3

5. Start the system default portmapper service:

$ sudo service portmap start

6. Now proceed with Starting the NFSv3 Gateway on page 178, and then remount the HDFS gateway mounts.

Installing the Packages for the First Time
On RHEL and similar systems:

Install the following packages on the cluster host you choose for NFSv3 Gateway machine (we'll refer to it as the NFS
server from here on).

e nfs-utils
e nfs-utils-lib
e hadoop- hdf s- nfs3

The first two items are standard NFS utilities; the last is a CDH package.

Use the following command:
$ sudo yuminstall nfs-utils nfs-utils-lib hadoop-hdfs-nfs3

On SLES:

Install nf s- uti | s on the cluster host you choose for NFSv3 Gateway machine (referred to as the NFS server from
here on):

$ sudo zypper install nfs-utils

On an Ubuntu or Debian system:



Install nf s- common on the cluster host you choose for NFSv3 Gateway machine (referred to as the NFS server from
here on):

$ sudo apt-get install nfs-comon

Configuring the NFSv3 Gateway
Proceed as follows to configure the gateway.

1. Add the following property to hdf s- si t e. xm on the NameNode:

<property>
<nane>df s. namenode. accessti ne. preci si on</ nanme>
<val ue>3600000</ val ue>

<descri pti on>The access time for an HDFS file is precise up to this value. The
default value is 1 hour.

Setting a value of 0 disables access times for HDFS. </ description>
</ property>

2. Add the following property to hdf s- si t e. xm on the NFS server:

<property>
<nanme>df s. nf s3. dunp. di r </ nane>
<val ue>/t np/ . hdf s- nf s</ val ue>
</ property>

E’; Note:

You should change the location of the file dump directory, which temporarily saves out-of-order
writes before writing them to HDFS. This directory is needed because the NFS client often reorders
writes, and so sequential writes can arrive at the NFS gateway in random order and need to be
saved until they can be ordered correctly. After these out-of-order writes have exceeded 1MB in
memory for any given file, they are dumped to the df s. nf s3. dunp. di r (the memory threshold
is not currently configurable).

Make sure the directory you choose has enough space. For example, if an application uploads 10
files of 100MB each, df s. nf s3. dunp. di r should have roughly 1GB of free space to allow for
a worst-case reordering of writes to every file.

3. Configure the user running the gateway (normally the hdf s user as in this example) to be a proxy for other users.
To allow the hdf s user to be a proxy for all other users, add the following entries to cor e- si t e. xml on the
NameNode:

<property>
<nanme>hadoop. proxyuser . hdf s. gr oups</ name>
<val ue>*</ val ue>
<descri pti on>
Set this to '*' to allow the gateway user to proxy any group
</ description>
</ property>
<property>
<nane>hadoop. pr oxyuser . hdf s. host s</ nane>
<val ue>*</val ue>
<descri pti on>
Set this to '*'" to allow requests fromany hosts to be proxied.
</ descri ption>
</ property>

4, Restart the NameNode.
Starting the NFSv3 Gateway

Do the following on the NFS server.



1. First, stop the default NFS services, if they are running:

$ sudo service nfs stop
2. Start the HDFS-specific services:
$ sudo service hadoop-hdfs-nfs3 start

Verifying that the NFSv3 Gateway is Working

To verify that the NFS services are running properly, you can use the r pci nf o command on any host on the local
network:

$ rpcinfo -p <nfs_server_i p_address>

You should see output such as the following:

program vers proto port

100005 1 tcp 4242 nountd
100005 2 udp 4242 nmountd
100005 2 tcp 4242 nountd
100000 2 tcp 111 por t mapper
100000 2 udp 111 por t mapper
100005 3 udp 4242 nmountd
100005 1 udp 4242 nountd
100003 3 tcp 2049 nfs
100005 3 tcp 4242 nountd

To verify that the HDFS namespace is exported and can be mounted, use the showrount command.
$ showrount -e <nfs_server_i p_address>
You should see output similar to the following:

Exports list on <nfs_server_i p_address>:
/ (everyone)

Mounting HDFS on an NFS Client

To import the HDFS file system on an NFS client, use a nbunt command such as the following on the client:

$ mount -t nfs -0 vers=3,proto=tcp, nol ock <nfs_server_hostnanme>:/ /hdfs_nfs_nount

E,i Note:

When you create a file or directory as user hdf s on the client (that is, in the HDFS file system imported
using the NFS mount), the ownership may differ from what it would be if you had created it in HDFS
directly. For example, ownership of a file created on the client might be hdf s: hdf s when the same
operation done natively in HDFS resulted in hdf s: super gr oup. This is because in native HDFS, BSD
semantics determine the group ownership of a newly-created file: it is set to the same group as the
parent directory where the file is created. When the operation is done over NFS, the typical Linux
semantics create the file with the group of the effective GID (group ID) of the process creating the
file, and this characteristic is explicitly passed to the NFS gateway and HDFS.

Setting HDFS Quotas
You can set quotas in HDFS for:

e The number of file and directory names used



The amount of space used by given directories

Points to note:

The quotas for names and the quotas for space are independent of each other.

File and directory creation fails if the creation would cause the quota to be exceeded.

The Reports Manager must index a file or directory before you can set a quota for it.

Allocation fails if the quota would prevent a full block from being written; keep this in mind if you are using a large
block size.

If you are using replication, remember that each replica of a block counts against the quota.

About file count limits

The file count quota is a limit on the number of file and directory names in the directory configured.

A directory counts against its own quota, so a quota of 1 forces the directory to remain empty.

File counts are based on the intended replication factor for the files; changing the replication factor for a file will
credit or debit quotas.

About disk space limits

The space quota is a hard limit on the number of bytes used by files in the tree rooted at the directory being
configured.

Each replica of a block counts against the quota.

The disk space quota calculation takes replication into account, so it uses the replicated size of each file, not the
user-facing size.

The disk space quota calculation includes open files (files presently being written), as well as files already written.
Block allocations for files being written will fail if the quota would not allow a full block to be written.

Setting HDFS Quotas Using Cloudera Manager

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1.
2.
3.
4.

5.

From the HDFS service page, select the File Browser tab.

Browse the file system to find the directory for which you want to set quotas.

Click the directory name so that it appears in the gray panel above the listing of its contents and in the detail
section to the right of the File Browser table.

Click the Edit Quota button for the directory. A Manage Quota pop-up displays, where you can set file count or
disk space limits for the directory you have selected.

When you have set the limits you want, click OK.

Setting HDFS Quotas Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

¢ This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

To set space quotas on a directory:

$ sudo -u hdfs hdfs dfsadm n -set SpaceQuota n directory

where n is a number of bytes and directory is the directory the quota applies to. You can specify multiple directories
in a single command; n applies to each.

To remove space quotas from a directory:

$ sudo -u hdfs hdfs dfsadm n -clrSpaceQuota directory

You can specify multiple directories in a single command.


http://www.cloudera.com/content/support/en/documentation.html

To set name quotas on a directory:
$ sudo -u hdfs hdfs dfsadnmin -setQuota n directory

where nis the number of file and directory names in directory. You can specify multiple directories in a single command;
n applies to each.

To remove name quotas from a directory:
$ sudo -u hdfs hdfs dfsadmin -clrQuota directory

You can specify multiple directories in a single command.
For More Information

For more information, see the HDFES Quotas Guide.

Configuring Mountable HDFS

CDH 5 includes a FUSE (Filesystem in Userspace) interface into HDFS. The hadoop- hdf s- f use package enables you
to use your HDFS cluster as if it were a traditional filesystem on Linux. Proceed as follows.

E,i Note: FUSE does not currently support file append operations.

Before you start: You must have a working HDFS cluster and know the hostname and port that your NameNode exposes.

To install hadoop-hdfs-fuses On Red Hat-compatible systems:
$ sudo yuminstall hadoop-hdfs-fuse

To install hadoop-hdfs-fuse on Ubuntu systems:

$ sudo apt-get install hadoop-hdfs-fuse

To install hadoop-hdfs-fuse on SLES systems:

$ sudo zypper install hadoop-hdfs-fuse

You now have everything you need to begin mounting HDFS on Linux.

To set up and test your mount point in a non-HA installation:

$ nkdir -p <nmount_point>
$ hadoop-fuse-dfs dfs://<nanme_node_host name>: <namenode_port > <nobunt _poi nt >

where namenode_port is the NameNode's RPC port, df s. nanmenode. servi cer pc- addr ess.

To set up and test your mount point in an HA installation:

$ nkdir -p <mount_poi nt>
$ hadoop-fuse-dfs dfs://<nanmeservice_i d> <nmpunt _poi nt >

where naneser vi ce_i d is the value of f s. def aul t FS. In this case the port defined for
df s. namenode. r pc- addr ess. [ naneservi ce | D].[nane node | D] is used automatically. See Enabling HDFS
HA on page 359 for more information about these properties.

You can now run operations as if they are on your mount point. Press Ctrl+C to end the f use- df s program, and
unount the partition if it is still mounted.


https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-project-dist/hadoop-hdfs/HdfsQuotaAdminGuide.html

Note:

To find its configuration directory, hadoop- f use- df s uses the HADOOP_CONF_DI R configured at
the time the nount command is invoked.

To clean up your test:

$ urmount <mount _poi nt >

You can now add a permanent HDFS mount which persists through reboots.

To add a system mount:

1. Open/ et c/ f st ab and add lines to the bottom similar to these:

hadoop- f use- df s#df s: / / <name_node_host name>: <nanmenode_port > <nmount _poi nt > fuse
al | ow_ot her, usetrash,rw 2 0

For example:

hadoop- f use- df s#dfs: // | ocal host: 8020 /mt/hdfs fuse all ow other,usetrash,rw 2 0

Note:

In an HA deployment, use the HDFS nameservice instead of the NameNode URI; that is, use the
value of df s. naneservi ces inhdf s-site. xnl .

2. Test to make sure everything is working properly:
$ nmount <nount _poi nt >
Your system is now configured to allow you to use the | s command and use that mount point as if it were a normal
system disk.

For more information, see the help for hadoop- f use- df s:
$ hadoop-fuse-dfs --help

Optimizing Mountable HDFS

¢ Cloudera recommends that you use the - obi g_wri t es option on kernels later than 2.6.26. This option allows
for better performance of writes.

e By default, the CDH 5 package installation creates the / et ¢/ def aul t / hadoop- f use file with a maximum heap

size of 128 MB. You might need to change the JVM minimum and maximum heap size for better performance.
For example:

export LIBHDFS_OPTS="- Xns864m - Xnx256nt

Be careful not to set the minimum to a higher value than the maximum.

Configuring Centralized Cache Management in HDFS

Centralized cache management in HDFS is an explicit caching mechanism that allows users to specify paths to be cached
by HDFS. The NameNode communicates with DataNodes and instructs them to cache specific blocks in off-heap caches.

Centralized and explicit caching has several advantages:



e Frequently used data is pinned in memory. This is important when the size of the working set exceeds the size of
main memory, which is common for many HDFS workloads.

e Cluster memory is optimized because you can pin mof n block replicas, saving n- mmemory. Before centralized
pinning, repeated reads of a block caused all n replicas to be pulled into each DataNode buffer cache.

¢ Tasks are co-located with cached block replicas, improving read performance. Because the NameNode manages
DataNode caches, applications can query the set of cached block locations when making task placement decisions.

e Clients can use the zero-copy read API, and incur almost no overhead, because each DataNode does a checksum
verification of cached data only once.

Use Cases

Centralized cache management is best used for files that are accessed repeatedly. For example, a fact table in Hive
that is often used in JO Nclauses is a good candidate for caching. Caching the input of an annual reporting query is
probably less useful, as the historical data might be read only once.

Centralized cache management is also useful for mixed workloads with performance service-level agreements (SLAs).
Caching the working set of a high-priority workload insures that it does not contend for disk I/O with a low-priority
workload.
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In this architecture, the NameNode is responsible for coordinating all the DataNode off-heap caches in the cluster. The
NameNode periodically receives a "cache report" from each DataNode which describes all the blocks cached on a given
DataNode. The NameNode manages DataNode caches by piggybacking cache and uncache commands on the DataNode
heartbeat.

The NameNode queries its set of cache directives to determine which paths should be cached. Cache directives are
persistently stored in the fsimage and edit log, and can be added, removed, and modified using Java and command-line
APIs. The NameNode also stores a set of cache pools, which are administrative entities used to group cache directives
together for resource management and enforcing permissions.

The NameNode periodically rescans the namespace and active cache directories to determine which blocks need to
be cached or uncached and assigns caching to DataNodes. Rescans can also be triggered by user actions such as adding
or removing a cache directive or removing a cache pool.

Currently, blocks that are under construction, corrupt, or otherwise incomplete are not cached. If a cache directive
covers a symlink, the symlink target is not cached. Caching is currently done on a per-file basis (and not at the block-level).



Concepts
Cache Directive

A cache directive defines a path that should be cached. Paths can be either directories or files. Directories are cached
non-recursively, meaning only files in the first-level listing of the directory are cached.

Directives have parameters, such as the cache replication factor and expiration time. Replication factor specifies the
number of block replicas to cache. If multiple cache directives refer to the same file, the maximum cache replication
factor is applied. Expiration time is specified on the command lineasati nme-t o- 1 i ve (TTL), a relative expiration time
in the future. After a cache directive expires, it is no longer considered by the NameNode when making caching decisions.

Cache Pool

A cache pool is an administrative entity used to manage groups of cache directives. Cache pools have UNIX-like
permissions that restrict which users and groups have access to the pool. Write permissions allow users to add and
remove cache directives to the pool. Read permissions allow users to list the cache directives in a pool, as well as
additional metadata. Execute permissions are not used.

Cache pools are also used for resource management. Pools can enforce a maximum | i i t that restricts the aggregate
number of bytes that can be cached by directives in the pool. Normally, the sum of the pool limits roughly equals the
amount of aggregate memory reserved for HDFS caching on the cluster. Cache pools also track a number of statistics

to help cluster users determine what is and should be cached.

Pools also enforce a maximum time-to-live. This restricts the maximum expiration time of directives being added to
the pool.

cacheadmin Command-Line Interface

On the command-line, administrators and users can interact with cache pools and directives using the hdf s cacheadni n
subcommand. Cache directives are identified by a unique, non-repeating 64-bit integer ID. IDs are not reused even if
a cache directive is later removed. Cache pools are identified by a unique string name.

Cache Directive Commands

addDirective
Description: Add a new cache directive.

Usage: hdf s cacheadmi n -addDi rective -path <path> -pool <pool-nanme> [-force] [-replication
<replication>] [-tt]l <tine-to-live>]

Where, pat h: A path to cache. The path can be a directory or a file.

pool - nane: The pool to which the directive will be added. You must have write permission on the cache pool in order
to add new directives.

f or ce: Skips checking of cache pool resource limits.

repl i cati on: The cache replication factor to use. Defaults to 1.

time-to-1live: Time period for which the directive is valid. Can be specified in seconds, minutes, hours, and days,
for example: 30m, 4h, 2d. The value never indicates a directive that never expires. If unspecified, the directive never
expires.

removeDirective

Description: Remove a cache directive.

Usage: hdf s cacheadmi n -renoveDirective <id>

Where, i d: The id of the cache directive to remove. You must have write permission on the pool of the directive in
order to remove it. To see a list of PathBasedCache directive IDs, use the -listDirectives command.



removeDirectives
Description: Remove every cache directive with the specified path.
Usage: hdf s cacheadm n -renoveDirectives <path>

Where, pat h: The path of the cache directives to remove. You must have write permission on the pool of the directive
in order to remove it.

listDirectives
Description: List PathBasedCache directives.
Usage: hdf s cacheadnmin -listDirectives [-stats] [-path <path>] [-pool <pool >]

Where, pat h: List only PathBasedCache directives with this path. Note that if there is a PathBasedCache directive for
pat h in a cache pool that we do not have read access for, it will not be listed.

pool : List only path cache directives in that pool.
st at s: List path-based cache directive statistics.

Cache Pool Commands

addPool
Description: Add a new cache pool.

Usage: hdf s cacheadni n -addPool <nane> [-owner <owner>] [-group <group>] [-nbde <npde>]
[-limt <limt>] [-maxTt]l <maxTtl >]

Where, name: Name of the new pool.
owner : Username of the owner of the pool. Defaults to the current user.
gr oup: Group of the pool. Defaults to the primary group name of the current user.

node: UNIX-style permissions for the pool. Permissions are specified in octal, for example: 0755. By default, this is set
to 0755.

|'i m t:The maximum number of bytes that can be cached by directives in this pool, in aggregate. By default, no limit
is set.

maxTt | : The maximum allowed time-to-live for directives being added to the pool. This can be specified in seconds,
minutes, hours, and days, for example: 120s, 30m, 4h, 2d. By default, no maximum is set. A value of never specifies
that there is no limit.

modifyPool
Description: Modify the metadata of an existing cache pool.

Usage: hdf s cacheadni n -nodi f yPool <nanme> [-owner <owner>] [-group <group>] [-nbde <npde>]
[-limt <limt>] [-mexTtl <mexTtl>]

Where, nane: Name of the pool to modify.

owner : Username of the owner of the pool.

gr oup: Groupname of the group of the pool.

node: Unix-style permissions of the pool in octal.

I'i m t:Maximum number of bytes that can be cached by this pool.

maxTt | : The maximum allowed time-to-live for directives being added to the pool.



removePool
Description: Remove a cache pool. This also uncaches paths associated with the pool.
Usage: hdf s cacheadmi n -renovePool <nane>

Where, name: Name of the cache pool to remove.

listPools

Description: Display information about one or more cache pools, for example: name, owner, group, permissions, and
soon.

Usage: hdf s cacheadnin -listPools [-stats] [<name>]
Where, nane: If specified, list only the named cache pool.

st at s: Display additional cache pool statistics.

help
Description: Get detailed help about a command.
Usage: hdf s cacheadnin -hel p <comrand- name>

Where, conmand- nane: The command for which to get detailed help. If no command is specified, print detailed help
for all commands.

Configuration
Native Libraries

To lock block files into memory, the DataNode relies on native JNI code found in | i bhadoop. so. Be sure to enable
JNI if you are using HDFS centralized cache management.

Configuration Properties

Required
Be sure to configure the following in / et ¢/ def aul t / hadoop/ conf/ hdf s-def aul t. xmn :

e dfs. dat anode. max. | ocked. menor y: The maximum amount of memory a DataNode uses for caching (in bytes).
The "locked-in-memory size" ulimit (ul i m t -1 ) of the DataNode user also needs to be increased to match this
parameter (see OS Limits). When setting this value, remember that you need space in memory for other things
as well, such as the DataNode and application JVM heaps and the operating system page cache.

Optional
The following properties are not required, but may be specified for tuning:

e df s. nanenode. pat h. based. cache. refresh. i nterval . ns: The NameNode uses this as the amount of
milliseconds between subsequent path cache rescans. This calculates the blocks to cache and each DataNode
containing a replica of the block that should cache it. By default, this parameter is set to 300000, which is five
minutes.

e dfs. dat anode. f sdat aset cache. max. t hr eads. per. vol une: The DataNode uses this as the maximum
number of threads per volume to use for caching new data. By default, this parameter is set to 4.

e dfs.cachereport.interval Msec: The DataNode uses this as the amount of milliseconds between sending a
full report of its cache state to the NameNode. By default, this parameter is set to 10000, which is 10 seconds.

e df s. namenode. pat h. based. cache. bl ock. map. al | ocati on. per cent : The percentage of the Java heap
which we will allocate to the cached blocks map. The cached blocks map is a hash map which uses chained hashing.
Smaller maps may be accessed more slowly if the number of cached blocks is large; larger maps will consume
more memory. By default, this parameter is set to 0.25 percent.


https://hadoop.apache.org/docs/current/hadoop-project-dist/hadoop-common/NativeLibraries.html
https://hadoop.apache.org/docs/current/hadoop-project-dist/hadoop-common/NativeLibraries.html

OS Limits

If you get the error, Cannot start datanode because the configured nax | ocked nenory size... is
nore than the datanode's available RLIMT_MEMLOCK ul i mit, the operating system is imposing a lower
limit on the amount of memory that you can lock than what you have configured. To fix this, adjust the DataNode
ulinmt -1 value. Usually, this value is configuredin/ et c/ security/limts. conf; butvaries depending on your
operating system and distribution.

You have correctly configured this value when you canrunulimit -1 from the shell and get back either a higher
value than what you have configured with df s. dat anode. max. | ocked. menory, or the stringunl i m t ed, indicating
that there is no limit. It is typical forul i mi t -1 to output the memory lock limit in KB, but

df s. dat anode. nax. | ocked. menor y must be specified in bytes.

Configuring Proxy Users to Access HDFS

Hadoop allows you to configure proxy users to submit jobs or access HDFS on behalf of other users; this is called
impersonation. When you enable impersonation, any jobs submitted using a proxy are executed with the impersonated
user's existing privilege levels rather than those of a superuser (such as hdf s). Because all proxy users are configured
in one location, cor e- si t e. xm , Hadoop administrators to implement centralized access control.

To configure proxy users, set the hadoop. pr oxyuser . <pr oxy_user >. host s,
hadoop. pr oxyuser. <pr oxy_gr oup>. gr oups and hadoop. pr oxyuser . <pr oxy_user >. usersincore-si te. xni
properties.

For example, to allow user al i ce to impersonate a user belonging to gr oup_a and gr oup_b, set
hadoop. proxyuser . <pr oxy_gr oup>. gr oups as follows:

<property>
<nanme>hadoop. pr oxyuser. al i ce. gr oups</ nane>
<val ue>group_a, group_b</ val ue>

</ property>

To limit the hosts from which impersonated connections are allowed, use hadoop. pr oxyuser . <pr oxy_user >. host s.
For example, to allow user al i ce impersonated connections only from host _a and host _b:

<property>
<name>hadoop. proxyuser. al i ce. host s</ nane>
<val ue>host _a, host _b</val ue>

</ property>

If the configuration properties described are not present, impersonation is not allowed and connections will fail.

For looser restrictions, use a wildcard (*) to allow impersonation from any host and of any user. For example, to allow
user bob to impersonate any user belonging to any group, and from any host, set the properties as follows:

<property>
<nanme>hadoop. pr oxyuser. bob. host s</ nane>
<val ue>*</ val ue>

</ property>

<property>
<nane>hadoop. pr oxyuser . bob. gr oups</ nane>
<val ue>*</ val ue>

</ property>

The hadoop. proxyuser . <pr oxy_user >. host s property also accepts comma-separated lists of IP addresses, IP
address ranges in CIDR format, or host names. For example, to allow user kat e access from hosts in the range
10. 222. 0. 0-15and 10. 113. 221. 221, toimpersonate user _aand user _b, set the proxy user properties as follows:

<property>
<name>hadoop. pr oxyuser. super . host s</ nane>
<val ue>10. 222. 0. 0/ 16, 10. 113. 221. 221</ val ue>

</ property>

<property>
<name>hadoop. pr oxyuser. super . user s</ nane>
<val ue>user 1, user 2</ val ue>

</ property>



Proxy Users for Kerberos-Enabled Clusters
For secure clusters, the proxy users must have Kerberos credentials to impersonate another user.

Proxy users cannot use delegation tokens. If a user is allowed to add its own delegation token to the proxy user UGI,
it also allows the proxy user to connect to the service with the privileges of the original user.

If a superuser wants to give a delegation token to a proxy-user UGI, for example, al i ce, the superuser must first
impersonate al i ce, get a delegation token for al i ce, and add it to the UGI for the newly created proxy UGI. This
way, the delegation token has its owner setto al i ce.

Using CDH with Isilon Storage

EMC Isilon is a storage service with a distributed file system that can used in place of HDFS to provide storage for CDH
services.

E,’ Note: This documentation covers only the Cloudera Manager portion of using EMC Isilon storage
with CDH. For information about tasks performed on Isilon OneFS, see the information hub for Cloudera
on the EMC Community Network: https://community.emc.com/docs/DOC-39529.

Supported Versions

The following versions of Cloudera and Isilon products are supported:

CDH Version Isilon OneFS Version

5.4.4 7.2.x releases starting with 7.2.0.3 and higher

Cloudera recommends 7.2.1.1

5.5 7.2.x releases starting with 7.2.0.3 and higher

Cloudera recommends 7.2.1.1

5.6 7.2.x releases starting with 7.2.0.3 and higher

Cloudera recommends 7.2.1.1

5.7 7.2.x releases starting with 7.2.0.3 and higher

Cloudera recommends 7.2.1.1

For compatibility of Cloudera Manager with the above CDH versions, see Product Compatibility Matrix for CDH and
Cloudera Manager.

E,’ Note: Cloudera Navigator is not supported in this release.

Differences Between Isilon HDFS and CDH HDFS
The following features of HDFS are not implemented with Isilon OneFS:

e HDFS caching
e HDFS encryption
e HDFS ACLs

Preliminary Steps on the Isilon Service

Before installing a Cloudera Manager cluster to use Isilon storage, perform the following steps on the Isilon OneFS
system. For detailed information on setting up Isilon OneFS for Cloudera Manager, see the Isilon documentation at
https://community.emc.com/docs/DOC-39529.



https://community.emc.com/docs/DOC-39529
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1. Create an Isilon access zone with HDFS support. For example:

/i fs/your-access-zone/ hdfs

E’; Note: The above is an example; the HDFS root directory does not have to begin withi f s or end
with hdf s.

2. Create two directories to be used by all CDH services:
a. Create a t np directory in the access zone:

e Create super gr oup group and hdf s user.
e Create at nmp directory and set ownership to hdf s: super gr oup and permissions to 1777. For example:

cd hdfs_root _directory

isi_run -z zone_id nkdir tnp

isi_run -z zone_id chown hdfs:supergroup tnp
isi_run -z zone_id chmod 1777 tnp

b. Create auser directory in the access zone and set ownership to hdf s: super gr oup and permissions to 755.
For example:

cd hdfs_root_directory

isi_run -z zone_id nkdir user

isi_run -z zone_id chown hdfs: supergroup user
isi_run -z zone_id chnmod 755 user

3. Create the service-specific users, groups, or directories for each CDH service you plan to use. Create the directories
in the access zone you have created.

E,i Note: Many of the values in the examples below are default values in Cloudera Manager and

must match the Cloudera Manager configuration settings. The format for the examplesis: dir
user: group perm ssion . Create the directories below in the access zone you have created;
for example, /i fs/ your-access-zone /hdfs/.

e ZooKeeper: nothing required.
e HBase

— Create the hbase group with hbase user.
— Create the root directory for HBase. For example:

hdf s_root _directory/ hbase hbase: hbase 755

e YARN (MR2)

— Create the mapr ed group with mapr ed user.
— Create the cnj obuser user and add it to the hadoop group. For example:

i si-cloudera-1# isi auth users create cnjobuser --zone subnetl
i si-cloudera-1# isi auth users nodify cnj obuser --add-group hadoop --zone subnetl

— Create the cl ouder a- scmuser and add it to the super gr oup group. For example:

i si-cloudera-1# isi auth users create cloudera-scm--zone subnetl
i si-cloudera-1# isi auth users nodify cl oudera-scm--add-group supergroup --zone subnetl



— Create hi st ory directory for YARN. For example:
hdf s_root _directory/user/history mapred: hadoop 777

— Create the remote application log directory for YARN. For example:
hdf s_root _directory/tnp/l ogs nmapred: hadoop 775

— Create the cnj obuser directory for YARN. For example:

hdf s_root _di rectory/user/cnjobuser cnj obuser: hadoop 775

— Create the cl ouder a- scmdirectory for YARN. For example:

hdf s_root _di rectory/user/cl oudera-scm cl ouder a- scm supergroup 775

— Create the t np/ cmyar nCont ai ner Met ri cs directory. For example:

hdf s_root _di rectory/tnp/cmyarnCont ai ner Metri cs cnj obuser: supergroup 775

— Create the t np/ cmvar nCont ai ner Met ri csAggr egat e directory. For example:

hdf s_root _di rectory/tnp/cmyar nCont ai ner Metri csAggr egat e cl ouder a- scm supergroup 775

e Qozie

— Create the 0ozi e group with oozi e user.
— Create the user directory for Oozie. For example:

hdf s_r oot _di rectory/user/ oozi e oozie:oozie 775

e Flume

— Create the f | ume group with f | une user.
— Create the user directory for Flume. For example:

hdfs_root _directory/user/flume flune:flunme 775

e Hive

— Create the hi ve group with hi ve user.
— Create the user directory for Hive. For example:

hdf s_root _directory/user/hive hive: hive 775
— Create the warehouse directory for Hive. For example:

hdf s_root _di rectory/user/ hi ve/ war ehouse hive: hive 1777
— Create a temporary directory for Hive. For example:

hdf s_root _directory/tnp/ hive hive: supergroup 777

e Solr

— Create the sol r group with sol r user.



— Create the data directory for Solr. For example:

hdf s_root _directory/solr solr:solr 775

e Sqgoop

— Create the sqoop group with sqoop2 user.
— Create the user directory for Sqoop. For example:

hdf s_root _directory/user/sqoop2 sqoop2: sqoop 775

e Hue

— Create the hue group with hue user.
— Create sanpl e group with sanpl e user.
— Create the user directory for Hue. For example:

hdf s_root _di rectory/user/hue hue: hue 775

e Spark

— Create the spar k group with spar k user.
— Create the user directory for Spark. For example:

hdf s_r oot _di rectory/user/spark spark:spark 751

— Create the application history directory for Spark. For example:

hdf s_root _directory/user/spark/applicationH story spark:spark 1777

4. Map the hdf s user tor oot on the Isilon service. For example:

isilonclusterl-1# isi zone zones nodify --user-mappi ng-rul es="hdf s=>root" --zone zonel
isilonclusterl-1# isi services isi_hdfs_d disable ; isi services isi_hdfs_d enable

The service 'isi_hdfs_d' has been disabl ed.

The service 'isi_hdfs_d' has been enabl ed.

If you are using Cloudera Manager, also map the cl ouder a- scmuser to r oot on the Isilon service. For example:

isilonclusterl-1# isi zone zones nodify --user-mappi ng-rul es="cl oudera-scm=>root" --zone
zonel
isilonclusterl-1# isi services isi_hdfs_d disable ; isi services isi_hdfs_d enable

The service 'isi_hdfs_d' has been disabl ed.
The service 'isi_hdfs_d' has been enabl ed.

5. Add the following users as members for the Flume, Impala, Hive, Hue, and Oozie services:

Service Proxy User | Users to Add as Members

Flume e inpala
e hive
e oozie
e yarn

Impala e hive
e oozie
e yarn
e hue




Service Proxy User | Users to Add as Members

Hive e oozie
e yarn
e hue
e inpala

Hue e oozie
e yarn
e impal a
e hive

Oozie e hive
e hue
e yarn

Create the proxy users on the Isilon system by running the following command as root:

i si hdfs proxyusers create usernane --add-user usernanel --add-user usernane2 ...
--zone access_zone

For example, to create proxy users for Hue:

isi hdfs proxyusers create hue --add-user oozie --add-user yarn --add-user inpala
- -add- user
hi ve --zone subnet1l

E’; Note:

o If the CDH logs for your cluster contain messages saying that a user is not allowed to
impersonate a certain user, add that user to the proxy users list using the following command:

i si hdfs proxyusers nodi fy usernane --add-user newuser --zone access
zone

¢ If you have groups of users who need to run jobs from a service, add that user group to the
proxy users using the following command:

isi hdfs proxyusers nodi fy usernane --add-group group --zone access
zone

Once the users, groups, and directories are created in Isilon OneFS, you can install Cloudera Manager.
Installing Cloudera Manager with Isilon

To install Cloudera Manager, follow the instructions in Installation Overview.

e The simplest installation procedure, suitable for development or proof of concept, is Installation Path A, which
uses embedded databases that are installed as part of the Cloudera Manager installation process.

e For production environments, Installation Path B - Installation Using Cloudera Manager Parcels or Packages
describes configuring external databases for Cloudera Manager and CDH storage.

If you choose parcel installation on the Cluster Installation screen, the installation wizard points to the latest parcels
of CDH available.

On the installation wizard Cluster Setup page, click Custom Services, and select the services to install in the cluster.
Be sure to select the Isilon service; do not select the HDFS service, and do not check Include Cloudera Navigator at



the bottom of the Cluster Setup page. On the Role Assignments page, specify the hosts that will serve as gateway
roles for the Isilon service. You can add gateway roles to one, some, or all nodes in the cluster.

Installing a Secure Cluster with Isilon
To set up a secure cluster with Isilon using Kerberos, perform the following steps:

1. Create an insecure Cloudera Manager cluster as described above in Installing Cloudera Manager with Isilon on
page 192.

2. Follow the Isilon documentation to enable Kerberos for your access zone:
https://community.emc.com/docs/DOC-39529. This includes adding a Kerberos authentication provider to your
Isilon access zone.

3. Follow the instructions in Configuring Authentication in Cloudera Manager to configure a secure cluster with
Kerberos.

Upgrading a Cluster with Isilon
To upgrade CDH and Cloudera Manager in a cluster that uses Isilon:

1. If required, upgrade OneFS to a version compatible with the version of CDH to which you are upgrading. For
compatibility information, see Product Compatibility Matrix for EMC Isilon. For OneFS upgrade instructions, see
the EMC Isilon documentation.

2. (Optional) Upgrade Cloudera Manager. See Upgrading Cloudera Manager.

The Cloudera Manager minor version must always be equal to or greater than the CDH minor version because
older versions of Cloudera Manager may not support features in newer versions of CDH. For example, if you want
to upgrade to CDH 5.4.8 you must first upgrade to Cloudera Manager 5.4 or higher.

3. Upgrade CDH. See Upgrading CDH and Managed Services Using Cloudera Manager.

Using Impala with Isilon Storage

You can use Impala to query data files that reside on EMC Isilon storage devices, rather than in HDFS. This capability
allows convenient query access to a storage system where you might already be managing large volumes of data. The
combination of the Impala query engine and Isilon storage is certified on CDH versions 5.4.4 through 5.15.

Because the EMC Isilon storage devices use a global value for the block size rather than a configurable value for each
file, the PARQUET _FI LE_SI ZE query option has no effect when Impala inserts data into a table or partition residing
on Isilon storage. Use the i si command to set the default block size globally on the Isilon device. For example, to set
the Isilon default block size to 256 MB, the recommended size for Parquet data files for Impala, issue the following
command:

isi hdfs settings nodify --default-block-size=256MB

The typical use case for Impala and Isilon together is to use Isilon for the default filesystem, replacing HDFS entirely.
In this configuration, when you create a database, table, or partition, the data always resides on Isilon storage and you
do not need to specify any special LOCATI ON attribute. If you do specify a LOCATI ON attribute, its value refers to a
path within the Isilon filesystem. For example:

-- If the default filesystemis Isilon, all Inpala data resides there
-- and all I|npala databases and tables are |ocated there.
CREATE TABLE t1 (x INT, s STRING;

-- You can specify LOCATION for database, table, or partition,
-- using values fromthe Isilon filesystem

CREATE DATABASE dl1 LOCATI ON '/some/ path/on/isilon/server/dl.db';
CREATE TABLE d1.t2 (a TINYINT, b BOOLEAN);

Impala can write to, delete, and rename data files and database, table, and partition directories on Isilon storage.
Therefore, Impala statements such as CREATE TABLE, DROP TABLE, CREATE DATABASE, DROP DATABASE, ALTER
TABLE, and | NSERT work the same with Isilon storage as with HDFS.

When the Impala spill-to-disk feature is activated by a query that approaches the memory limit, Impala writes all the
temporary data to a local (not Isilon) storage device. Because the I/0 bandwidth for the temporary data depends on
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the number of local disks, and clusters using Isilon storage might not have as many local disks attached, pay special
attention on Isilon-enabled clusters to any queries that use the spill-to-disk feature. Where practical, tune the queries
or allocate extra memory for Impala to avoid spilling. Although you can specify an Isilon storage device as the destination
for the temporary data for the spill-to-disk feature, that configuration is not recommended due to the need to transfer
the data both ways using remote 1/0.

When tuning Impala queries on HDFS, you typically try to avoid any remote reads. When the data resides on Isilon
storage, all the 1/0O consists of remote reads. Do not be alarmed when you see non-zero numbers for remote read
measurements in query profile output. The benefit of the Impala and Isilon integration is primarily convenience of not
having to move or copy large volumes of data to HDFS, rather than raw query performance. You can increase the
performance of Impala I/O for Isilon systems by increasing the value for the num renote_hdfs_i o_t hreads
configuration parameter, in the Cloudera Manager user interface for clusters using Cloudera Manager, or through the
--num renote_hdfs_io_threads startup option for thei npal ad daemon on clusters not using Cloudera Manager.

For information about managing Isilon storage devices through Cloudera Manager, see Using CDH with Isilon Storage
on page 188.

Required Configurations
Specify the following configurations in Cloudera Manager on the Clusters > Isilon Service > Configuration tab:

¢ In HDFS Client Advanced Configuration Snippet (Safety Valve) for hdfs-site.xml hdf s- si t e. xn and the
Cluster-wide Advanced Configuration Snippet (Safety Valve) for core-site.xml properties for the Isilon service,
set the value of thedfs. client.fil e-bl ock-storage-locations.timeout.nillis propertyto10000.

¢ Inthe Isilon Cluster-wide Advanced Configuration Snippet (Safety Valve) for core-site.xml property for the Isilon
service, set the value of the hadoop. securi ty. t oken. servi ce. use_i p property to FALSE.

¢ If you see errors that reference the . Tr ash directory, make sure that the Use Trash property is selected.

Configuring Heterogeneous Storage in HDFS

CDH supports a variety of storage types in the Hadoop Distributed File System (HDFS). Earlier releases of CDH used a
single (or homogeneous) storage model. Now you can choose which storage type to assign to each DataNode Data
Directory. Specifying a storage type allows you to optimize your data usage and lower your costs, based on your data
usage frequency. This topic describes these storage types and how to configure CDH to use them.

Overview

Each DataNode in a cluster is configured with a set of data directories. You can configure each data directory with a
storage type. The storage policy dictates which storage types to use when storing the file or directory.

Some reasons to consider using different types of storage are:

¢ You have datasets with temporal locality (for example, time-series data). The latest data can be loaded initially
into SSD for improved performance, then migrated out to disk as it ages.

¢ You need to move cold data to denser archival storage because the data will rarely be accessed and archival
storage is much cheaper. This could be done with simple age-out policies: for example, moving data older than
six months to archival storage.

Storage Types
The storage type identifies the underlying storage media. HDFS supports the following storage types:

e ARCHIVE - Archival storage is for very dense storage and is useful for rarely accessed data. This storage type is
typically cheaper per TB than normal hard disks.

e DISK - Hard disk drives are relatively inexpensive and provide sequential I/O performance. This is the default
storage type.

e SSD - Solid state drives are useful for storing hot data and I/O-intensive applications.

e RAM_DISK - This special in-memory storage type is used to accelerate low-durability, single-replica writes.

When you add the DataNode Data Directory, you can specify which type of storage it uses, by prefixing the path with
the storage type, in brackets. If you do not specify a storage type, it is assumed to be DI SK. See Adding Storage
Directories on page 164.



Storage Policies

A storage policy contains information that describes the type of storage to use. This policy also defines the fallback
storage type if the primary type is out of space or out of quota. If a target storage type is not available, HDFS attempts
to place replicas on the default storage type.

Each storage policy consists of a policy ID, a policy name, a list of storage types, a list of fallback storage types for file
creation, and a list of fallback storage types for replication.

HDFS has six preconfigured storage policies.

e Hot - All replicas are stored on DISK.

e Cold - All replicas are stored ARCHIVE.

e Warm - One replica is stored on DISK and the others are stored on ARCHIVE.
e All_SSD - All replicas are stored on SSD.

e One_SSD - One replica is stored on SSD and the others are stored on DISK.

E,i Note: You cannot create your own storage policy. You must use one of the six pre-configured policies.
HDFS clients such as HBase may support different storage policies.

Setting a Storage Policy for HDFS
Setting a Storage Policy for HDFS Using Cloudera Manager

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
To set a storage policy on a DataNode Data Directory using Cloudera Manager, perform the following tasks:

1. Check the HDFS Service Advanced Configuration Snippet (Safety Valve) for hdfs-site.xml to be sure that
df s. st or age. pol i cy. enabl ed has not been changed from its default value of t r ue.

2. Specify the storage types for each DataNode Data Directory that is not a standard disk, by adding the storage type
in brackets at the beginning of the directory path. For example:

[ SSD| / df s/ dn1l
[ DI SK] / df s/ dn2
[ ARCHI VE] / df s/ dn3

3. Open a terminal session on any HDFS host. Run the following hdfs command for each path on which you want to
set a storage policy:

$ hdfs storagepolicies -setStoragePolicy -path <path> -policy <policy>
path_to file_or_directory -policy policy_nane

4. To move the data to the appropriate storage based on the current storage policy, use the mover utility, from any
HDFS host. Use nover - h to get a list of available options. To migrate all data at once (this may take a long time),
you can set the pathto/ .

$ hdfs nover -p <path>

E’; Note: Quotas are enforced at the time you set the storage policy or when writing the file, not

when quotas are changed. The Mover tool does not recognize quota violations. It only verifies
that a file is stored on the storage types specified in its policy. For more information about quotas,
see Setting HDFS Quotas on page 179.




Setting a Storage Policy for HDFS Using the Command Line

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions.

e This information applies specifically to CDH 5.7.x. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

To set a storage policy on a file or directory, perform the following tasks:

1. Make sure the df s. st or age. pol i cy. enabl ed property (in the conf / hdf s-si t e. xnm file) issettotr ue.
This is the default setting.

2. Make sure the storage locations are tagged with their storage types. The default storage type is DI SK if the
directory does not contain a storage type tag. Add the storage type to the df s. dat anode. di r property in
conf/hdfs-site. xm .

<property>
<nanme>df s. dat anode. di r </ nanme>
<val ue>
[DISK]file:///grid/ dn/diskO,[SSD|file:///grid/dn/ssd0,[RAM DI SK]file:///grid/dn/ran0,

[ ARCHI VE] file:///grid/dn/archive0
</ val ue>
</ property>

3. Set the storage policy for the HDFS path. Enter the following command on any HDFS host:

$ hdfs storagepolicies -setStoragePolicy -path <path> -policy <policy>
path_to file_or_directory -policy policy_nane

4. To move the data to the appropriate storage based on the current storage policy, use the mover utility, from any
HDFS host. Use nover - h to get a list of available options. To migrate all data at once (this may take a long time),
you can set the pathto/ .

$ hdfs nover -p <path>

E’; Note: Quotas are enforced at the time you set the storage policy or when writing the file, not

when quotas are changed. The Mover tool does not recognize quota violations. It only verifies
that a file is stored on the storage types specified in its policy. For more information about quotas,
see Setting HDFS Quotas on page 179.

Managing Storage Policies

¢ To get the storage policy for a specific file or directory on a DataNode, use the following command, which is
available using the command line on a any HDFS host.

$ hdfs storagepolicies -getStoragePolicy -path <path>path_to_policy
¢ To list all policies on a DataNode, enter the following command:

$ hdfs storagepolicies -listPolicies

¢ To reset a storage policy, follow the steps used in Setting a Storage Policy for HDFS on page 195.



http://www.cloudera.com/content/support/en/documentation.html

Migrating Existing Data

To move the data to the appropriate storage based on the current storage policy, use the nover utility, from any HDFS
host. Use nover - h to get a list of available options. To migrate all data at once (this may take a long time), you can
set the pathto /.

$ hdfs nover -p <path>

E’; Note: Quotas are enforced at the time you set the storage policy or when writing the file, not when

guotas are changed. The Mover tool does not recognize quota violations. It only verifies that a file is
stored on the storage types specified in its policy. For more information about quotas, see Setting
HDFS Quotas on page 179.

Managing Hive
Apache Hive is a powerful data warehousing application for Hadoop. It enables you to access your data using Hive QL,
a language similar to SQL.
Hive Roles
Hive is implemented in three roles:
¢ Hive metastore - Provides metastore services when Hive is configured with a remote metastore.

Cloudera recommends using a remote Hive metastore, especially for CDH 4.2 or higher. Because the remote
metastore is recommended, Cloudera Manager treats the Hive Metastore Server as a required role for all Hive
services. A remote metastore provides the following benefits:

— The Hive metastore database password and JDBC drivers do not need to be shared with every Hive client;
only the Hive Metastore Server does. Sharing passwords with many hosts is a security issue.

— You can control activity on the Hive metastore database. To stop all activity on the database, stop the Hive
Metastore Server. This makes it easy to back up and upgrade, which require all Hive activity to stop.

See Configuring the Hive Metastore (CDH 4) or Configuring the Hive Metastore (CDH 5).

For information about configuring a remote Hive metastore database with Cloudera Manager, see Cloudera
Manager and Managed Service Datastores. To configure high availability for the Hive metastore, see Hive Metastore

High Availability on page 410.

e HiveServer2 - Enables remote clients to run Hive queries, and supports a Thrift API tailored for JDBC and ODBC
clients, Kerberos authentication, and multi-client concurrency. A CLI named Beeline is also included. See HiveServer2
documentation (CDH 4) or HiveServer2 documentation (CDH 5) for more information.

e WebHCat - HCatalog is a table and storage management layer for Hadoop that makes the same table information
available to Hive, Pig, MapReduce, and Sqoop. Table definitions are maintained in the Hive metastore, which
HCatalog requires. WebHCat allows you to access HCatalog using an HTTP (REST style) interface.

Hive Execution Engines

Hive in CDH supports two execution engines: MapReduce and Spark. To configure an execution engine perform one
of following steps:

e Beeline - (Can be set per query) Run the set hi ve. execut i on. engi ne=engi ne command, where engine is
either nt or spar k. The default is nt . For example:

set hive. execution. engi ne=sparKk;
To determine the current setting, run

set hive. execution. engi ne;

e Cloudera Manager (Affects all queries, not recommended).
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. Go to the Hive service.

. Click the Configuration tab.

. Search for "execution".

. Set the Default Execution Engine property to MapReduce or Spark. The default is MapReduce.
. Click Save Changes to commit the changes.

. Return to the Home page by clicking the Cloudera Manager logo.

. Click ¥ to invoke the cluster restart wizard.

. Click Restart Stale Services.

. Click Restart Now.

10 Click Finish.
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Transaction (ACID) Support in Hive

Hive in CDH does not support transactions (HIVE-5317). Currently, transaction support in Hive is an experimental
feature that only works with the ORC file format. Cloudera recommends using the Parquet file format, which works
across many tools. Merge updates in Hive tables using existing functionality, including statements such as | NSERT,
| NSERT OVERWRI TE, and CREATE TABLE AS SELECT.

Managing Hive Using Cloudera Manager

How Hive Configurations are Propagated to Hive Clients

Because the Hive service does not have worker roles, another mechanism is needed to enable the propagation of client
configurations to the other hosts in your cluster. In Cloudera Manager gateway roles fulfill this function. Whether you
add a Hive service at installation time or at a later time, ensure that you assign the gateway roles to hosts in the cluster.
If you do not have gateway roles, client configurations are not deployed.

Using a Load Balancer with HiveServer2
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
To configure a load balancer:

. Go to the Hive service.
. Click the Configuration tab.
. Select Scope > HiveServer2.

. Enter the hostname and port number of the load balancer in the HiveServer2 Load Balancer property in the format
host nane: port nunber.

E’; Note:

When you set this property, Cloudera Manager regenerates the keytabs for HiveServer2 roles.
The principal in these keytabs contains the load balancer hostname.

A WN =

If there is a Hue service that depends on this Hive service, it also uses the load balancer to
communicate with Hive.

5. Click Save Changes to commit the changes.

Considerations When Upgrading Cloudera Manager

Cloudera Manager 4.5 added support for Hive, which includes the Hive Metastore Server role type. This role manages
the metastore process when Hive is configured with a remote metastore.

When upgrading from Cloudera Manager versions before 4.5, Cloudera Manager automatically creates new Hive
services to capture the previous implicit Hive dependency from Hue and Impala. Your previous services continue to
function without impact. If Hue was using a Hive metastore backed by a Derby database, the newly created Hive
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Metastore Server also uses Derby. Because Derby does not allow concurrent connections, Hue continues to work, but
the new Hive Metastore Server does not run. The failure is harmless (because nothing uses this new Hive Metastore
Server at this point) and intentional, to preserve the set of cluster functionality as it was before upgrade. Cloudera
discourages the use of a Derby-backed Hive metastore due to its limitations and recommends switching to a different
supported database.

Cloudera Manager provides a Hive configuration option to bypass the Hive Metastore Server. When this configuration
is enabled, Hive clients, Hue, and Impala connect directly to the Hive metastore database. Prior to Cloudera Manager
4.5, Hue and Impala connected directly to the Hive metastore database, so the bypass mode is enabled by default
when upgrading to Cloudera Manager 4.5 and higher. This ensures that the upgrade does not disrupt your existing
setup. You should plan to disable the bypass mode, especially when using CDH 4.2 and higher. Using the Hive Metastore
Server is the recommended configuration, and the WebHCat Server role requires the Hive Metastore Server to not be
bypassed. To disable bypass mode, see Disabling Bypass Mode on page 199.

Cloudera Manager 4.5 and higher also supports HiveServer2 with CDH 4.2. In CDH 4, HiveServer2 is not added by
default, but can be added as a new role under the Hive service (see Role Instances on page 50). In CDH 5, HiveServer2
is a mandatory role.

Disabling Bypass Mode
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

In bypass mode Hive clients directly access the metastore database instead of using the Hive Metastore Server for
metastore information.

1. Go to the Hive service.

. Click the Configuration tab.

. Select Scope > HIVE service_name (Service-Wide)

. Select Category > Advanced.

. Deselect the Bypass Hive Metastore Server property.
. Click Save Changes to commit the changes.

. Re-deploy Hive client configurations.
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. Restart Hive and any Hue or Impala services configured to use that Hive service.

Running Hive on Spark

This section explains how to run Hive using the Spark execution engine. It assumes that the cluster is managed by
Cloudera Manager.

Configuring Hive on Spark
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
To configure Hive to run on Spark do both of the following steps:

e Configure the Hive client to use the Spark execution engine as described in Hive Execution Engines on page 197.
¢ |dentify the Spark service that Hive uses. Cloudera Manager automatically sets this to the configured MapReduce
or YARN service and the configured Spark service. See Configuring the Hive Dependency on a Spark Service on

page 199.

Configuring the Hive Dependency on a Spark Service

By default, if a Spark service is available, the Hive dependency on the Spark service is configured. To change this
configuration, do the following:

1. Go to the Hive service.
2. Click the Configuration tab.

3. Search for the Spark On YARN Service. To configure the Spark service, select the Spark service name. To remove
the dependency, select none.

4. Click Save Changes to commit the changes.



. Go to the Spark service.

. Add a Spark gateway role to the host running HiveServer2.

. Return to the Home page by clicking the Cloudera Manager logo.
. Click ¥ to invoke the cluster restart wizard.

9. Click Restart Stale Services.

10 Click Restart Now.

1. Click Finish.

12 In the Hive client, configure the Spark execution engine.
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Configuring Hive on Spark for Performance

For the configuration automatically applied by Cloudera Manager when the Hive on Spark service is added to a cluster,
see Hive on Spark Autoconfiguration.

For information on configuring Hive on Spark for performance, see Tuning Hive on Spark on page 291.

Troubleshooting Hive on Spark
Delayed result from the first query after starting a new Hive on Spark session

Symptom
The first query after starting a new Hive on Spark session might be delayed due to the start-up time for the Spark on
YARN cluster.

Cause
The query waits for YARN containers to initialize.

Solution
No action required. Subsequent queries will be faster.
Exception in HiveServer2 log and HiveServer2 is down

Symptom
In the HiveServer2 log you see the following exception: Er r or :
org. apache.thrift.transport. TTransport Excepti on (state=08S01, code=0)

Cause
HiveServer2 memory is set too small. For more information, see st dout for HiveServer2.

Solution

1. Go to the Hive service.

2. Click the Configuration tab.

3. Search for Java Heap Size of HiveServer2 in Bytes, and increase the value. Cloudera recommends a minimum value
of 2 GB.

4. Click Save Changes to commit the changes.

5. Restart HiveServer2.

Out-of-memory error

Symptom
In the log you see an out-of-memory error similar to the following:

15/ 03/ 19 03:43: 17 WARN channel . Def aul t Channel Pi pel i ne:
An exception was thrown by a user handler while handling an exception event ([id:
0x9e79a9bl1, /10.20.118.103:45603 => /10.20.120.116: 39110]

EXCEPTI ON: j ava. |l ang. Qut OF MenoryError: Java heap space)

java.l ang. Qut O MenoryError: Java heap space



Cause
The Spark driver does not have enough off-heap memory.

Solution

Increase the driver memory spar k. dri ver. nenory and ensure that spar k. yarn. dri ver. menor yOver head is
at least 20% that of the driver memory.

Spark applications stay alive forever

Symptom
Cluster resources are consumed by Spark applications.

Cause
This can occur if you run multiple Hive on Spark sessions concurrently.

Solution
Manually terminate the Hive on Spark applications:

1. Go to the YARN service.

2. Click the Applications tab.
3. In the row containing the Hive on Spark application, select &l ™ > Kill.

HiveServer2 Web Ul

The HiveServer2 web Ul provides access to Hive configuration settings, local logs, metrics, and information about active
sessions and queries. The HiveServer2 web Ul is enabled in newly created clusters running CDH 5.7 and higher, and
those using Kerberos are configured for SPNEGO. Clusters upgraded from a previous CDH version must be configured
to enable the web Ul; see HiveServer2 Web Ul Configuration on page 201.

Accessing the HiveServer2 Web Ul

Access the HiveServer2 web Ul by clicking the HiveServer2 Web Ul link in Cloudera Manager or by pointing your browser
tohttp://<host>: <port>/hiveserver2.jsp.

The following information is displayed:

e Home (/ hi veser ver 2. j sp): Active sessions, the latest Hive queries, and attributes of the Hive software.
e Local Logs (/ | ogs): The latest HiverServer2 logs.

e Metrics Dump (/ j mx): Real-time Java Management Extensions (JMX) metrics in JSON format.

¢ Hive Configuration (/ conf ): The current HiveServer2 configuration in XML format.

e Stack Trace (/ st acks): A stack trace of all active threads.

HiveServer2 Web Ul Configuration

For managed deployments, configure the HiveServer2 web Ul in Cloudera Manager. See Configuring the HiverServer2
Web Ul in Cloudera Manager on page 202.

For deployments not managed by Cloudera Manager, edit the configuration file / et ¢/ hi ve/ conf/ hi ve-site. xnl .
To view the HiveServer2 web Ul, goto htt p: / / <host >: <port >/ hi veserver2.j sp.

Configurable Properties

HiveServer2 web Ul properties, with their default values in Cloudera Hadoop, are:

hi ve. server 2. webui . max. t hr eads=50

hi ve. server 2. webui . host=0.0.0.0

hi ve. server 2. webui . port =10002

hi ve. server 2. webui . use. ssl =f al se

hi ve. server 2. webui . keyst or e. pat h=""

hi ve. server 2. webui . keyst or e. passwor d=""

hi ve. server 2. webui . max. hi stori c. queri es=25
hi ve. server 2. webui . use. spnego=f al se


https://cwiki.apache.org/confluence/display/Hive/Configuration+Properties#ConfigurationProperties-HiveServer2WebUI

hi ve. server 2. webui . spnego. keyt ab=
hi ve. server 2. webui . spnego. pri nci pal =<dynami cally sets special string, _HOST, as
hi ve. server 2. webui . host or host nane>

Tip: To disable the HiveServer2 web Ul, set the port to 0 or a negative number
Configuring the HiverServer2 Web Ul in Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

E,’ Note: By default, newly created CDH 5.7 (and higher) clusters have the HiveServer2 web Ul enabled,
and if using Kerberos, are configured for SPNEGO. Clusters upgraded from an earlier CDH version must
have the Ul enabled with the port property; other default values can be preserved in most cases.

Configure the HiveServer2 web Ul properties in Cloudera Manager on the Configuration tab.

1. Go to the Hive service.

. Click the Configuration tab.

. Select Scope > HiveServer2.

. Search for "webui".

. Locate the properties you want to set and enter your preferred values.
. Click Save Changes to commit the changes.

. Select Actions > Restart and when done, click Close.

8. Click HiveServer2 Web Ul to view your changes.
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You can use anAdvance Configuration Snippet to set properties that have no dedicated configuration field:

1. On the Hive Configuration tab, search for "HiveServer2 Advanced Configuration Snippet (Safety Valve) for
hive-site.xml".

. Click the plus icon to expand configurable attributes for each property.
. Enter values for Name, Value, and Description.

. Click the Final check box to ensure the value cannot be overwritten.

. Click Save Changes and select Actions > Restart > Close.

. Click HiveServer2 Web Ul to view your changes.
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Hive Table Statistics
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

If your cluster has Impala then you can use the Impala implementation to compute statistics. The Impala implementation
to compute table statistics is available in CDH 5.0.0 or higher and in Impala version 1.2.2 or higher. The Impala
implementation of COMPUTE STATS requires no setup steps and is preferred over the Hive implementation. See
Overview of Table Statistics. If you are running an older version of Impala, you can collect statistics on a Hive table by
running the following command from a Beeline client connected to HiveServer2:

anal yze tabl e <table nane> conpute statistics;
anal yze tabl e <table name> conpute statistics for columms <all colums of a table>;

Managing User-Defined Functions (UDFs) with HiveServer2

Hive's query language (HiveQL) can be extended with Java-based user-defined functions (UDFs). See the Apache Hive
Language Manual UDF page for information about Hive built-in UDFs. To create customized UDFs, see the Apache Hive
wiki. After creating a new Java class to extend the com exanpl e. hi ve. udf package, you must compile your code
into a Java archive file (JAR), and add it to the Hive classpath with the ADD JAR command. The ADD JARcommand
does not work with HiveServer2 and the Beeline client when Beeline runs on a different host. As an alternative to ADD
JAR, Hive's auxiliary paths functionality should be used.

Perform one of the following procedures depending on whether you want to create permanent or temporary functions.


https://cwiki.apache.org/confluence/display/Hive/LanguageManual+UDF
https://cwiki.apache.org/confluence/display/Hive/LanguageManual+UDF
https://cwiki.apache.org/confluence/display/Hive/HivePlugins#HivePlugins-CreatingCustomUDFs
https://cwiki.apache.org/confluence/display/Hive/HivePlugins#HivePlugins-CreatingCustomUDFs

Blacklist for Built-in UDFs

HiveServer2 maintains a blacklist for built-in UDFs to secure itself against attacks in a multiuser scenario where the
hi ve user's credentials can be used to execute any Java code.

hi ve. server 2. bui | tin. udf. bl ackl i st | Acomma separated list of built-in UDFs that are not allowed to be executed.
A UDF thatisincluded in the list will return an error if invoked from a query.

Default value: Empty

User-Defined Functions (UDFs) with HiveServer2 Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
Creating Permanent Functions

1. Copy the JAR file to HDFS and make sure the hi ve user can access this JAR file.

2. Copy the JAR file to the host on which HiveServer2 is running. Save the JARs to any directory you choose, give the
hi ve user read, write, and execute access to this directory, and make a note of the path (for example,
/opt/local/hivellibl).

E,i Note: If the Hive Metastore is running on a different host, create the same directory there that

you created on the HiveServer2 host. You do not need to copy the JAR file onto the Hive Metastore
host, but the same directory must be there. For example, if you copied the JAR file to
/opt/1ocal/hive/lib/ onthe HiveServer2 host, you must create the same directory on the
Hive Metastore host. If the same directory is not present on the Hive Metastore host, Hive
Metastore service will not start.

. In the Cloudera Manager Admin Console, go to the Hive service.

. Click the Configuration tab.

. Expand the Hive (Service-Wide) scope.

. Click the Advanced category.

. Configure the Hive Auxiliary JARs Directory property with the HiveServer2 host path and the Hive Metastore host
path from Step 2, forexample/ opt / | ocal / hi ve/ | i b/ . Setting this property overwrites hi ve. aux. j ar s. pat h,
even if this variable has been previously set in the HiveServer2 advanced configuration snippet.

. Click Save Changes. The JARs are added to Hl VE_AUX_JARS PATH environment variable.
9. Redeploy the Hive client configuration.
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a. In the Cloudera Manager Admin Console, go to the Hive service.
b. From the Actions menu at the top right of the service page, select Deploy Client Configuration.
c. Click Deploy Client Configuration.

10 Restart the Hive service.
1. With Sentry enabled - Grant privileges on the JAR files to the roles that require access. Log in to Beeline as user
hi ve and use the Hive SQL GRANT statement to do so. For example:

GRANT ALL ON URI "file:///opt/local/hivel/lib/ny.jar' TO ROLE EXAMPLE ROLE
You must also grant privilege to the JAR on HDFS:

GRANT ALL ON URI 'hdfs:///path/to/jar' TO ROLE EXAMPLE_ROLE

12 Run the CREATE FUNCTI ONcommand to create the UDF from the JAR file and point to the JAR file location in
HDFS. For example:

CREATE FUNCTI ON addfunc AS 'com exanpl e. hi veserver 2. udf. add' USI NG JAR
"hdfs:///path/to/jar'



Creating Temporary Functions

1. Copy the JAR file to the host on which HiveServer2 is running. Save the JARs to any directory you choose, give the
hi ve user read, write, and execute access to this directory, and make a note of the path (for example,
/opt/local/hivellibl).

E,i Note: If the Hive Metastore is running on a different host, create the same directory there that

you created on the HiveServer2 host. You do not need to copy the JAR file onto the Hive Metastore
host, but the same directory must be there. For example, if you copied the JAR file to
/opt/1ocal/hive/lib/ onthe HiveServer2 host, you must create the same directory on the
Hive Metastore host. If the same directory is not present on the Hive Metastore host, Hive
Metastore service will not start.

. In the Cloudera Manager Admin Console, go to the Hive service.

. Click the Configuration tab.

. Expand the Hive (Service-Wide) scope.

. Click the Advanced category.

. Configure the Hive Auxiliary JARs Directory property with the HiveServer2 host path and the Hive Metastore host
path from Step 1, for example/ opt / | ocal / hi ve/ | i b/ . Setting this property overwrites hi ve. aux. j ar s. pat h,
even if this variable has been previously set in the HiveServer2 advanced configuration snippet.

. Click Save Changes. The JARs are added to Hl VE_AUX_JARS PATH environment variable.
8. Redeploy the Hive client configuration.
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a. In the Cloudera Manager Admin Console, go to the Hive service.
b. From the Actions menu at the top right of the service page, select Deploy Client Configuration.
c. Click Deploy Client Configuration.

9. Restart the Hive service.
10 With Sentry enabled - Grant privileges on the JAR files to the roles that require access. Log in to Beeline as user
hi ve and use the Hive SQL GRANT statement to do so. For example:

GRANT ALL ON URI "file:///opt/local/hivel/lib/ny.jar' TO ROLE EXAMPLE _ROLE
You must also grant privilege to the JAR on HDFS:

GRANT ALL ON URI 'hdfs:///path/to/jar' TO ROLE EXAMPLE_ROLE

1. Run the CREATE TEMPORARY FUNCTI ONcommand. For example:

CREATE TEMPORARY FUNCTI ON addfunc AS ' com exanpl e. hi veserver 2. udf . add’

User-Defined Functions (UDFs) with HiveServer2 Using the Command Line
The following sections describe how to create permanent and temporary functions using the command line.
Creating Permanent Functions

1. Copy the JAR file to HDFS and make sure the hi ve user can access this jar file.
2. On the Beeline client machine, in/ et c/ hi ve/ conf/ hi ve-si te. xnl , setthe hi ve. aux. j ars. pat h property
to a comma-separated list of the fully-qualified paths to the JAR file and any dependent libraries.

hive. aux.jars.path=file:///opt/local/hivel/lib/ny.jar

3. Copy the JAR file (and its dependent libraries) to the host running HiveServer2/Impala. Make sure the hi ve user
has read, write, and execute access to these files on the HiveServer2/Impala host.



4. On the HiveServer2/Impala host, open/ et ¢/ def aul t/ hi ve- ser ver 2 and set the AUX_CLASSPATH variable
to a comma-separated list of the fully-qualified paths to the JAR file and any dependent libraries.

AUX_CLASSPATH=/ opt /| ocal / hive/lib/my.jar

5. Restart HiveServer2.

6. If Sentry is enabled - Grant privileges on the JAR files to the roles that require access. Login to Beeline as user
hi ve and use the Hive SQL GRANT statement to do so. For example:

GRANT ALL ON URI 'file:///opt/local/hive/lib/my.jar' TO ROLE EXAMPLE ROLE
You must also grant privilege to the JAR on HDFS:

GRANT ALL ON URI 'hdfs:///path/to/jar' TO ROLE EXAMPLE_ROLE
If you are using Sentry policy files, you can grant the URI privilege as follows:

server=server1->uri =fi

udf _r le://lo
server=server1l->uri=hdfs:///p

udf _r

pt/local/hive/lib
ath/toljar

7. Run the CREATE FUNCTI ONcommand and point to the JAR from Hive:

CREATE FUNCTI ON addf unc AS 'com exanpl e. hi veserver 2. udf. add' USI NG JAR
"hdfs:///path/to/jar’

Creating Temporary Functions

1. On the Beeline client machine, in/ et ¢/ hi ve/ conf/ hi ve-si t e. xnl , set the hi ve. aux. j ar s. pat h property
to a comma-separated list of the fully-qualified paths to the JAR file and any dependent libraries.

hi ve. aux.jars.path=file:///opt/local/hivel/lib/ny.jar

2. Copy the JAR file (and its dependent libraries) to the host running HiveServer2/Impala. Make sure the hi ve user
has read, write, and execute access to these files on the HiveServer2/Impala host.

3. On the HiveServer2/Impala host, open/ et ¢/ def aul t / hi ve- ser ver 2 and set the AUX_CLASSPATH variable
to a comma-separated list of the fully-qualified paths to the JAR file and any dependent libraries.

AUX_CLASSPATH=/ opt /| ocal / hive/lib/my.jar

4. If Sentry is enabled - Grant privileges on the local JAR files to the roles that require access. Login to Beeline as
user hi ve and use the Hive SQL GRANT statement to do so. For example:

GRANT ALL ON URI 'file:///lopt/local/hivel/lib/ny.jar' TO ROLE EXAMPLE _ROLE
If you are using Sentry policy files, you can grant the URI privilege as follows:

udf _r = server=serverl->uri=file:///opt/local/hive/lib

5. Restart HiveServer2.
6. Run the CREATE TEMPORARY FUNCTI ONcommand and point to the JAR from Hive:

CREATE TEMPORARY FUNCTI ON addfunc AS ' com exanpl e. hi veserver 2. udf . add’

Managing Hue

Hue is a set of web Uls that enable you to interact with a CDH cluster. This section describes tasks for managing Hue.



Adding a Hue Service and Role Instance
Adding the Hue Service

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
After initial installation, you can use the Add a Service wizard to add and configure a new Hue service instance.
1. On the Home > Status tab, click

-

to the right of the cluster name and select Add a Service. A list of service types display.
2. Select Hue.
3. Click Continue.

A page displays where you can specify the dependencies for the Hue service.

4. Select the row with the Hue dependencies required for your cluster. For more information, see Hue Dependencies.

5. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. You can reassign role instances if necessary.

Click a field below a role to display a dialog box containing a list of hosts. If you click a field containing multiple
hosts, you can also select All Hosts to assign the role to all hosts, or Custom to display the pageable hosts dialog
box.

The following shortcuts for specifying hostname patterns are supported:

¢ Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com hostl.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
e Rack name

Click the View By Host button for an overview of the role assignment by hostname ranges.
6. Click Continue.
Cloudera Manager starts the Hue service.

7. Click Continue.

8. Click Finish.

9. If your cluster uses Kerberos, Cloudera Manager will automatically add a Hue Kerberos Ticket Renewer role to
each host where you assigned the Hue Server role instance. Also see, Enable Hue to Work with Hadoop Security
using Cloudera Manager.

Adding a Hue Role Instance
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. In Cloudera Manager Administration Console, go to the Hue service.

2. Click the Instances tab.

3. Click the Add Role Instances button.

4. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. You can reassign role instances if necessary.



Click a field below a role to display a dialog box containing a list of hosts. If you click a field containing multiple
hosts, you can also select All Hosts to assign the role to all hosts, or Custom to display the pageable hosts dialog
box.

The following shortcuts for specifying hostname patterns are supported:

e Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com host1l.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
e Rack name

Click the View By Host button for an overview of the role assignment by hostname ranges.

5. If your cluster uses Kerberos, you must add the Hue Kerberos Ticket Renewer role to each host where you assigned
the Hue Server role instance. Cloudera Manager will throw a validation error if the new Hue Server role does not
have a colocated KT Renewer role. Also see, Enable Hue to Work with Hadoop Security using Cloudera Manager.

6. Click Continue.

Hue and High Availability

If your cluster has HDFS high availability enabled, you must configure the Hue HDFS Web Interface Role property to
use HttpFS. See Configuring Hue to Work with HDFS HA on page 375 for detailed instructions.

To configure the Hue service itself for high availability, see Hue High Availability on page 417.

Managing Hue Analytics Data Collection
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Hue tracks anonymized pages and application versions to collect information used to compare each application's usage
levels. The data collected does not include hostnames or IDs; For example, the data has the format /2.3.0/pig,
/2.5.0/beeswax/execute. You can restrict data collection as follows:

. Go to the Hue service.

. Click the Configuration tab.

. Select Scope > Hue.

. Locate the Enable Usage Data Collection property or search for it by typing its name in the Search box.
. Deselect the Enable Usage Data Collection checkbox.
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If more than one role group applies to this configuration, edit the value for the appropriate role group. See
Modifying Configuration Properties Using Cloudera Manager on page 12.

6. Click Save Changes to commit the changes.
7. Restart the Hue service.
Enabling Hue Applications Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Most Hue applications are configured by default, based on the services you have installed. Cloudera Manager selects
the service instance that Hue depends on. If you have more than one service, you may want to verify or change the
service dependency for Hue. Also, if you add a service such as Sqoop 2 or Oozie after you have set up Hue, you need
to set the dependency because it is not done automatically. To add a dependency:

1. Go to the Hue service.
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. Click the Configuration tab.

. Select Scope > Hue (Service-Wide).

. Select Category > Main.

. Select each service name Service property to set the dependency. Select none to remove the dependency.
. Click Save Changes to commit the changes.

. Restart the Hue service.

Enabling the Sqoop 2 Application

If you are upgrading Cloudera Manager from a release 4.6 or lower, you need to set the Hue dependency to enable
the Sqoop 2 application.

Enabling the HBase Browser Application with doAs Impersonation

Minimum Required Role: Full Administrator

The Hue HBase application communicates through a proxy server called the HBase Thrift Server, which then forwards
commands to HBase. Because Hue stands between the Thrift server and the actual user, all HBase operations appear

to come from the hue user and not the actual user. To secure these interactions, you must do the following:

e Ensure that users logged into Hue perform operations with their own privileges, and not those of the impersonating

hue user.

e Once Hue can impersonate other users, ensure that only the Hue server can send commands to the HBase Thrift

server. To ensure this, use Kerberos to authenticate the hue user to the HBase Thrift server.

To enable the HBase browser application:

1. Add the HBase Thrift Server role.

2. If you have a Kerberos-enabled cluster, enable impersonation by configuring the following HBase properties:
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. Select the HBase service.
. Click the Configuration tab.

Select Scope > Service-Wide.

. Select Category > Security.
. For the HBase Thrift Authentication property, make sure it is set to one of the following values:

e aut h- conf : authentication, integrity and confidentiality checking
e aut h-i nt: authentication and integrity checking
e aut h: authentication only

f. Select Category > Main.

8.
h.

Check the Enable HBase Thrift Http Server and Enable HBase Thrift Proxy Users properties checkboxes.
Click Save Changes to commit the changes.

3. Enable TLS/SSL for the HBase Thrift Server.

4. Configure Hue to point to the Thrift Server and to a valid HBase configuration directory:
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. Select the Hue service.
. Click the Configuration tab.

Select Scope > All.

. Select Category > Main.
. For the HBase Service property, make sure it is set to the HBase service for which you enabled the Thrift

Server role (if you have more than one HBase service instance).
In the HBase Thrift Server property, click the edit field and select the Thrift Server role for Hue to use.

g. Select Category > Advanced.



h. Locate the Hue Service Advanced Configuration Snippet (Safety Valve) for hue_safety_valve.ini property
and add the following property:

[ hbase]
hbase_conf _dir=/etc/ hbase/conf

i. Click Save Changes to commit the changes.

Enabling the Solr Search Application

To use the Solr Search application with Hue, you must update the URL for the Solr Server in the Hue Server advanced
configuration snippet. In addition, if you are using parcels with CDH 4.3, you must register the "hue-search" application
manually, or access will fail. See Deploying Solr with Hue on page 250 for detailed instructions.

Using an External Database for Hue

Cloudera strongly recommends an external database for clusters with multiple Hue users, especially clusters in a
production environment. The default database, SQLite, works best with a single user and a small dataset. For supported
databases, see:

e CDH 5 supported databases

Using an External Database for Hue Using Cloudera Manager
Minimum Required Role: Full Administrator

The Hue server requires an SQL database to store small amounts of data such as user account information, job
submissions, and Hive queries. Hue supports a lightweight embedded (SQLite) database and several types of external
databases. This page explains how to configure Hue with a selection of Supported Databases.

Important: Cloudera strongly recommends an external database for clusters with multiple Hue

o servers (or "hue" users). With the default embedded database (one per server), in a multi-server
environment, the data on server "A" appears lost when working on server "B" and vice versa. Use an
external database, and configure each server to point to it to ensure that no matter which server is
being used by Hue, your data is always accessible.

To configure Hue with any of the supported external databases, the high-level steps are:

. Stop Hue service.

. Backup default SQLite database (if applicable).
. Install database software and dependencies.

. Create and configure database and load data.
. Start Hue service.
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See the tasks on this page for details. If you do not need to migrate a SQLite database, you can skip the steps on
dumping the database and editing the JSON objects.

Configuring the Hue Server to Store Data in MariaDB

For information about installing and configuring a MariaDB database , see MariaDB Database.

1. In the Cloudera Manager Admin Console, go to the Hue service status page.

2. Select Actions > Stop. Confirm you want to stop the service by clicking Stop.

3. Select Actions > Dump Database. Confirm you want to dump the database by clicking Dump Database.

4. Note the host to which the dump was written under Step in the Dump Database Command window. You can also
find it by selecting Commands > Recent Commands > Dump Database.

5. Open a terminal window for the host and go to the dump file in / t np/ hue_dat abase_dunp. j son.



6. Remove all JSON objects with user admi n. user profi |l e in the nodel field, for example:

{

"pk": 14,

"nodel ": "useradm n.userprofile",
"fields":

{ "creation_nethod": "EXTERNAL", "user": 14, "home_directory": "/user/tuser2" }

7. Set strict mode in/ et ¢/ ny. cnf and restart MySQL:

[ mysql d]
sql _nmode=STRI CT_ALL_TABLES

8. Create a new database and grant privileges to a Hue user to manage this database. For example:

mysql > create database hue;

Query OK, 1 row affected (0.01 sec)

nmysql > grant all on hue.* to 'hue' @Il ocal host' identified by 'secretpassword';
Query OK, O rows affected (0.00 sec)

9. In the Cloudera Manager Admin Console, click the Hue service.

10 Click the Configuration tab.

11. Select Scope > All.

12 Select Category > Database.

B Specify the settings for Hue Database Type, Hue Database Hostname, Hue Database Port, Hue Database Username,
Hue Database Password, and Hue Database Name. For example, for a MySQL database on the local host, you
might use the following values:

¢ Hue Database Type = mysql

¢ Hue Database Hostname = host

¢ Hue Database Port = 3306

¢ Hue Database Username = hue

¢ Hue Database Password = secretpassword
e Hue Database Name = hue

1 Optionally restore the Hue data to the new database:

a. Select Actions > Synchronize Database.
b. Determine the foreign key ID.

$ nysql -uhue -psecretpassword
mysql > SHOW CREATE TABLE aut h_per m ssi on;

c. (InnoDB only) Drop the foreign key that you retrieved in the previous step.

mysql > ALTER TABLE aut h_permni ssi on DROP FOREI GN KEY content _type_id_refs_i d_XXXXXX;

d. Delete the rows in the dj ango_cont ent _t ype table.

mysql > DELETE FROM hue. dj ango_cont ent _t ype;

e. InHue service instance page, click Actions > Load Database. Confirm you want to load the database by clicking
Load Database.

f. (InnoDB only) Add back the foreign key.

mysql > ALTER TABLE aut h_permni ssi on ADD FOREI GN KEY (content _type_id) REFERENCES
dj ango_content _type (id);



15 Start the Hue service.

Configuring the Hue Server to Store Data in MySQL

E,i Note: Cloudera recommends InnoDB over MyISAM as the Hue MySQL engine. On CDH 5, Hue requires
InnoDB.

For information about installing and configuring a MySQL database , see MySQL Database.

1. In the Cloudera Manager Admin Console, go to the Hue service status page.
. Select Actions > Stop. Confirm you want to stop the service by clicking Stop.
. Select Actions > Dump Database. Confirm you want to dump the database by clicking Dump Database.

. Note the host to which the dump was written under Step in the Dump Database Command window. You can also
find it by selecting Commands > Recent Commands > Dump Database.

. Open a terminal window for the host and go to the dump file in/ t np/ hue_dat abase_dunp. j son.
6. Remove all JSON objects with user adm n. user profil e in the nodel field, for example:

A WN

(%}

{

"pk": 14,

"nmodel ": "useradm n.userprofile",

"fields":

{ "creation_method": "EXTERNAL", "user": 14, "home_directory": "/user/tuser2" }

7. Set strict mode in/ et ¢/ ny. cnf and restart MySQL:

[nmysql d]
sql _node=STRI CT_ALL_TABLES

8. Create a new database and grant privileges to a Hue user to manage this database. For example:

mysql > create database hue;

Query OK, 1 row affected (0.01 sec)

mysql > grant all on hue.* to 'hue' @Il ocal host' identified by 'secretpassword';
Query OK, 0 rows affected (0.00 sec)

9. In the Cloudera Manager Admin Console, click the Hue service.

10 Click the Configuration tab.

11 Select Scope > All.

12 Select Category > Database.

B Specify the settings for Hue Database Type, Hue Database Hostname, Hue Database Port, Hue Database Username,
Hue Database Password, and Hue Database Name. For example, for a MySQL database on the local host, you
might use the following values:

e Hue Database Type = mysq|l

¢ Hue Database Hostname = host

e Hue Database Port = 3306

¢ Hue Database Username = hue

¢ Hue Database Password = secretpassword
e Hue Database Name = hue

1 Optionally restore the Hue data to the new database:
a. Select Actions > Synchronize Database.

b. Determine the foreign key ID.

$ nysgl -uhue -psecretpassword
mysql > SHOW CREATE TABLE aut h_per mi ssi on;



c. (InnoDB only) Drop the foreign key that you retrieved in the previous step.

mysql > ALTER TABLE auth_permni ssi on DROP FOREI GN KEY content _type_id_refs_id_XXXXXX;

d. Delete the rows in the dj ango_cont ent _t ype table.

mysql > DELETE FROM hue. dj ango_cont ent _t ype;

e. InHue service instance page, click Actions > Load Database. Confirm you want to load the database by clicking
Load Database.
f. (InnoDB only) Add back the foreign key.

mysql > ALTER TABLE auth_perni ssi on ADD FOREI GN KEY (content _type_i d) REFERENCES
dj ango_content _type (id);

15 Start the Hue service.
Configuring the Hue Server to Store Data in PostgreSQL

For information about installing and configuring an external PostgreSQL database , see External PostgreSQL Database.

1. In the Cloudera Manager Admin Console, go to the Hue service status page.

2. Select Actions > Stop. Confirm you want to stop the service by clicking Stop.

3. Select Actions > Dump Database. Confirm you want to dump the database by clicking Dump Database.

4. Note the host to which the dump was written under Step in the Dump Database Command window. You can also
find it by selecting Commands > Recent Commands > Dump Database.

. Open a terminal window for the host and go to the dump file in/ t np/ hue_dat abase_dunp. j son.

6. Remove all JSON objects with user admi n. user profi | e in the nodel field, for example:

(%}

{

"pk": 14,

"nmodel ": "useradm n.userprofile",

"fields":

{ "creation_method": "EXTERNAL", "user": 14, "home_directory": "/user/tuser2" }

7. Install the PostgreSQL server.
RHEL

$ sudo yuminstall postgresql-server
SLES
$ sudo zypper install postgresql-server
Ubuntu or Debian
$ sudo apt-get install postgresql
8. Initialize the data directories.
$ service postgresqgl initdb

9. Configure client authentication.

a. Edit/var/li b/ pgsql / dat a/ pg_hba. conf.



b. Set the authentication methods for local to t r ust and for host to passwor d and add the following line at
the end.

host hue hue 0.0.0.0/0 nd5

10 Start the PostgreSQL server.

$ su - postgres
# [usr/bin/postgres -D /var/lib/pgsqgl/data > logfile 2>&1 &
# exit

11 Configure PostgreSQL to listen on all network interfaces.

a. Edit/var/li b/ pgsql / dat a/ post gr esql . conf and set list_addresses.

|listen_addresses = *0.0.0.0’ # Listen on all addresses

12 Create the hue database and grant privileges to a hue user to manage the database.

# psql -U postgres

post gres=# create database hue;

postgres=# \c hue;

You are now connected to database 'hue'.

postgres=# create user hue with password 'secretpassword';
postgres=# grant all privileges on database hue to hue;
postgres=# \q

1 Restart the PostgreSQL server.

$ sudo service postgresqgl restart

M Verify connectivity.

su - postgres

# psql —h local host —U hue —d hue
Password for user hue: secretpassword
hue=> \q

exit

15 Configure the PostgreSQL server to start at boot.

RHEL

$ sudo /sbin/chkconfig postgresqgl on

$ sudo /sbin/chkconfig --1ist postgresql

post gresql 0: of f 1:of f 2:0n 3:0n 4:0on 5:0n 6: of f
SLES

$ sudo chkconfig --add postgresql
Ubuntu or Debian

$ sudo chkconfig postgresqgl on

16 Configure the Hue database:

a. In the Cloudera Manager Admin Console, click the HUE service.
b. Click the Configuration tab.

c. Select Scope > Hue Server.

d. Select Category > Advanced.



e. Set Hue Server Advanced Configuration Snippet (Safety Valve) for hue_safety_valve_server.ini with the
following:

[ deskt op]

[ [ dat abase] ]

engi ne=post gresql _psycopg2
nane=hue

host =l ocal host

port =5432

user =hue
passwor d=secr et passwor d

E,’ Note: If you set Hue Database Hostname, Hue Database Port, Hue Database Username,

and Hue Database Password at the service-level, under Service-Wide > Database, you can
omit those properties from the server-lever configuration above and avoid storing the Hue
password as plain text. In either case, set engine and name in the server-level safety-valve.

f. Click Save Changes.
T7. Optionally restore the Hue data to the new database:
a. Select Actions > Synchronize Database.

b. Determine the foreign key ID.

bash# su — postgres
$ psgl -h local host —-U hue —d hue
postgres=# \d aut h_perm ssion;

c. Drop the foreign key that you retrieved in the previous step.

post gres=# ALTER TABLE aut h_perm ssi on DROP CONSTRAI NT content_type_id_refs_i d_XXXXXX;

d. Delete the rows in the dj ango_cont ent _t ype table.
post gres=# TRUNCATE dj ango_cont ent _t ype CASCADE;

e. In Hue service instance page, Actions > Load Database. Confirm you want to load the database by clicking
Load Database.
f. Add back the foreign key you dropped.

bash# su — postgres

$ psgl -h local host -U hue —d hue

post gres=# ALTER TABLE aut h_perm ssi on ADD CONSTRAI NT content type_id_refs_id_XXXXXX
FOREI GN KEY (content _type_i d) REFERENCES dj ango_content _type(id) DEFERRABLE | N Tl ALLY

DEFERRED;

18 Start the Hue service.
Configuring the Hue Server to Store Data in Oracle (Parcel Installation)

Use the following instructions to configure the Hue Server with an Oracle database if you are working on a parcel-based
deployment. If you are using packages, see Configuring the Hue Server to Store Data in Oracle (Package Installation)

on page 216.

For information about installing and configuring an Oracle database , see Oracle Database.

o Important: Configure the database for character set AL32UTF8 and national character set UTF8.

1. Install the required packages.



RHEL
$ sudo yuminstall gcc python-devel python-pip python-setuptools |ibaio

SLES:

Python devel packages are not included in SLES. Add the SLES Software Development Kit (SDK) as a repository and
then install:

$ zypper install gcc libaio python-pip python-setuptools python-devel
Ubuntu or Debian
$ sudo apt-get install gcc python-dev python-pip python-setuptools |ibaiol

2. Download and add the Oracle Client parcel to the Cloudera Manager remote parcel repository URL list and
download, distribute, and activate the parcel.

3. For CDH versions lower than 5.3, install the Python Oracle library:

E,’ Note: HUE_HOME is a reference to the location of your Hue installation. For package installs, this
isusually/ usr/l'i b/ hue; for parcel installs, this is usually,/ opt / cl ouder a/ par cel s/ <par cel
versi on>/1i b/ hue/.

$ HUE_HOME/ bui l d/ env/bin/pip install cx_Oacle

4. For CDH versions lower than 5.3, upgrade django south:

$ HUE_HOWE/ bui | d/ env/bin/pip install south --upgrade

. In the Cloudera Manager Admin Console, go to the Hue service status page.

. Select Actions > Stop. Confirm you want to stop the service by clicking Stop.

. Select Actions > Dump Database. Confirm you want to dump the database by clicking Dump Database.
. Click the Configuration tab.

9. Select Scope > All.

10 Select Category > Advanced.

11. Set the Hue Service Advanced Configuration Snippet (Safety Valve) for hue_safety_valve.ini property.

00 N O U

E’; Note: If you set Hue Database Hostname, Hue Database Port, Hue Database Username, and

Hue Database Password at the service-level, under Service-Wide > Database, you can omit those
properties from the server-lever configuration above and avoid storing the Hue password as plain
text. In either case, set engine and name in the server-level safety-valve.

Add the following options (and modify accordingly for your setup):

[ deskt op]

[ [ dat abase] ]

host =l ocal host

port=1521

engi ne=or acl e

user =hue

passwor d=secr et passwor d

nane=<SI D of the O acl e database, for exanple, 'XE >


https://download.suse.com/Download?buildid=GD_bL078XxY~
https://www.cloudera.com/downloads/oracle_instant_client_hue/1-0.html

For CDH 5.1 and higher you can use an Oracle service name. To use the Oracle service name instead of the SID,
use the following configuration instead:

port=0

engi ne=or acl e

user =hue

passwor d=secr et passwor d

nanme=or acl e. exanpl e. com 1521/ or cl . exanpl e. com

The directive por t =0 allows Hue to use a service name. The nane string is the connect string, including hostname,
port, and service name.

To add support for a multithreaded environment, set the t hr eaded option to t r ue under the
[ deskt op] >[ [ dat abase] ] section.

options={"threaded":true}

12 Grant required permissions to the hue user in Oracle:

GRANT CREATE <sequence> TO <user >;

GRANT CREATE <sessi on> TO <user >;

GRANT CREATE <t abl e> TO <user >;

GRANT CREATE <vi ew> TO <user >;

GRANT CREATE <procedure> TO <user >;

GRANT CREATE <trigger> TO <user >;

GRANT EXECUTE ON sys. dbnms_crypto TO <user >;
GRANT EXECUTE ON SYS. DBMS_LOB TO <user >;

1B Go to the Hue Server instance in Cloudera Manager and select Actions > Synchronize Database.

1 Ensure you are connected to Oracle as the hue user, then run the following command to delete all data from
Oracle tables:

> set pagesi ze 100;
> SELECT ' DELETE FROM ' || table_name || ';' FROM user_tabl es;

15 Run the statements generated in the preceding step.
18 Commit your changes.

comit;

T. Load the data that you dumped. Go to the Hue Server instance and select Actions > Load Database. This step is
not necessary if you have a fresh Hue install with no data or if you don’t want to save the Hue data.
18 Start the Hue service.

Configuring the Hue Server to Store Data in Oracle (Package Installation)

If you have a parcel-based environment, see Configuring the Hue Server to Store Data in Oracle (Parcel Installation)
on page 214.

o Important: Configure the database for character set AL32UTF8 and national character set UTF8.

1. Download the Oracle libraries at Instant Client for Linux x86-64 Version 11.1.0.7.0, Basic and SDK (with headers)
zip files to the same directory.

2. Unzip the Oracle client zip files.
3. Set environment variables to reference the libraries.

$ export ORACLE_HOVE=or acl e_downl oad_di rectory
$ export LD_LI BRARY_PATH=$LD LI BRARY_PATH: $ORACLE_HOMVE


http://www.oracle.com/technetwork/topics/linuxx86-64soft-092277.html

4. Create a symbolic link for the shared object:

$ cd $ORACLE_HOVE
$In -sf libclntsh.so.11.1 libclntsh.so

5. Install the required packages.

RHEL
$ sudo yuminstall gcc python-devel python-pip python-setuptools libaio

SLES:

Python devel packages are not included in SLES. Add the SLES Software Development Kit (SDK) as a repository and
then install:

$ zypper install gcc |ibaio python-pip python-setuptools python-devel
Ubuntu or Debian

$ sudo apt-get install gcc python-dev python-pip python-setuptools |ibaiol

6. For CDH versions lower than 5.3, install the Python Oracle library:

E,’ Note: HUE HOME is a reference to the location of your Hue installation. For package installs, this
isu