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This section describes the information and materials you need to get ready to install the
Hortonworks Data Platform (HDP) on Windows.

Use the following instructions before you start deploying Hadoop using HDP installer:

* Understanding the HDP Components

* Meet Minimum System Requirements

*» Prepare for Hadoop Installation

The Hortonworks Data Platform consists of three layers.

» Core Hadoop 2: The basic components of Apache Hadoop version 2.x.

* Hadoop Distributed File System (HDFS): A special purpose file system designed to

provide high-throughput access to data in a highly distributed environment.

* YARN: A resource negotiator for managing high volume distributed data processing.

Previously part of the first version of MapReduce.

MapReduce 2 (MR2): A set of client libraries for computation using the MapReduce
programming paradigm and a History Server for logging job and task information.
Previously part of the first version of MapReduce.

* Essential Hadoop: A set of Apache components designed to ease working with Core
Hadoop.

Apache Pig: A platform for creating higher level data flow programs that can be
compiled into sequences of MapReduce programs, using Pig Latin, the platform’s
native language.

Apache Hive: A tool for creating higher level SQL-like queries using HiveQL, the tool’s
native language, that can be compiled into sequences of MapReduce programs.

Apache HCatalog: A metadata abstraction layer that insulates users and scripts from
how and where data is physically stored.

WebHCat (Templeton): A component that provides a set of REST-like APIs for
HCatalog and related Hadoop components.

Apache HBase: A distributed, column-oriented database that provides the ability to
access and manipulate data randomly in the context of the large blocks that make up
HDFS.

Apache ZooKeeper: A centralized tool for providing services to highly distributed
systems. ZooKeeper is necessary for HBase installations.

1
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» Supporting Components: A set of components that allow you to monitor your Hadoop
installation and to connect Hadoop with your larger compute environment.

¢ Apache Oozie:A server based workflow engine optimized for running workflows that
execute Hadoop jobs.

* Apache Sqoop: A component that provides a mechanism for moving data between
HDFS and external structured datastores. Can be integrated with Oozie workflows.

* Apache Flume: A log aggregator. This component must be installed manually.

¢ Apache Mahout: A scalable machine learning library that implements several different
approaches to machine learning.

¢ Apache Knox: A REST API gateway for interacting with Apache Hadoop clusters. The
gateway provides a single access point for all REST interactions with Hadoop clusters.

For more information on the structure of the HDP, see Understanding the Hadoop
Ecosystem.

While it is possible to deploy all of HDP on a single host, this is appropriate only for initial

evaluation, see Cluster Planning Guide. In general you should use at least three hosts: one
master host and two slaves.

To run the Hortonworks Data Platform, your system must meet minimum requirements.
* Hardware Recommendations

* Operating System Requirements

» Software Requirements

* (Optional) Microsoft SQL Server Requirements

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines, see sample setups here: Hardware Recommendations for Apache Hadoop.

E

When installing HDP, 1 GB of free space is required in on the system drive.

The following operating systems are supported:
* Windows Server 2008 R2 (64-bit)

* Windows Server 2012 (64-bit)
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http://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2-trunk/bk_cluster-planning-guide/content/ch_hardware-recommendations.html
http://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.0.6.0-Win/bk_cluster-planning-guide/content/ch_hardware-recommendations.html

Hortonworks Data Platform

May 2, 2014

1.2.3. Software Requirements

This section provides download locations and installation instructions for each software pre-
requisite.

Table 1.1. HDFS Ports

Software VersiginvironmBescription Installation Notes
Variable
Python |2.7.X|PATH |Add the directory Spaces in the path to
where Python is the executable are not
installed, following allowed. Do not install
the instructions in this | Python in the default
guide the pathis C: location (Program
\python. Files), see install from
PS CLI or Manually.
Java JDK |PATH | Add the directory Spaces in the path to
JDK 1.7.0 where Java the executable are not
51 application is installed. | allowed. Do not install
For example C:\java Java in the default
\jdk1.7.0\bin location (Program
JAVA_HOMEate a new Files) see install from
- PS CLI or Manually
system variable for
JAVA_HOME that
points to the directory
where the JDK is
installed. For example
C:\java\jdk1.7.0.
Microsoft2010| PATH Default location Install with default
Visual C automatically added. |parameters, see PS CLI
++
Microsoft4NET| PATH Default location Install with default
Framewark automatically added. |parameters, see PS CLI

1.2.4. (Optional) MS SQL Server for Hive and Oozie

Database Instances

By default, Hive and Oozie use an embedded Derby database for its metastore. However

you can also use Microsoft SQL server.

Note

For details on installing and configuring Microsoft SQL Server, see TechNet
instructions, such as SQL Server 2012

* To use an external database for Hive and Oozie metastores, ensure that Microsoft SQL
Server database is deployed and available in your environment and that your database
administrator creates the following databases and users. You need the following details

while configuring the HDP Installer:

* For Hive, a SQL database instance:

1. Create Hive database instance in SQL, and record the name such as hi ve_dbnane.



http://technet.microsoft.com/en-us/sqlserver/ff898410.aspx
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2. Create Hive user on SQL and add them to the sysadni n role within SQL, and
record the name and password such as hi ve_dbuser /hi ve_dbpasswd.

3. Set the security policy for SQL to use both SQL and Windows authentication, the
default setting is Windows authentication only.

* For Oozie, a SQL database instance:
1. Create an Oozie database instance and record the name, such as oozi e_dbnane.

2. Create Oozie user on SQL and add them to the sysadmi n role within SQL and
record the user name and password, such as 00zi e_dbuser /oozi e_dbpasswd.

3. Set the security policy for SQL to use both SQL and Windows authentication, the
default setting is Windows authentication only.

Before using SQL server for Hive or Oozie metastores, you must set up
Microsoft SQL Server JDBC Driver after installing the components using the
instructions provided here.

To deploy HDP across a cluster, you need to prepare your multi-node cluster deploy
environment. Follow these steps to ensure each cluster node is prepared to be an HDP
cluster node:

* Gather Host Information

» Configure Network Time Server

Set Interfaces to IPv4 addresses Preferred

(Optional) Create Hadoop user

Enable Remote Powershell Script Execution

Configure ports

Install required Software

To deploy your HDP installation, you need to collect the Hosthame OR IPv4 address of
each the following cluster component:

* Required Components:
¢ NameNode and optional Secondary NameNode

* ResourceManager



http://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.1.2-Win/bk_installing_hdp_for_windows/content/win-config-hdp.html#win-installJDBCdriver
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* Hive Server
* SlaveNode
* WebCat
¢ Client Host
* Optional Components:
e ZooKeeper
* HBase Master
* Flume
* Knox Gateway

¢ Microsoft SQL Server configured with a Hive and Oozie database instance, system
account names and passwords

The installer fails if it cannot resolve the hostname of each cluster node. To
determine the hostname for a particular cluster node, open the command line
interface on that system and execute hostname and then nslookup host name
to verify that the name resolves to the correct IP address.

The clocks of all the nodes in your cluster must be able to synchronize with each other. To
configure this for Windows Server, use the instructions provided here.

Configure all the Windows Server nodes in your cluster to use IPv4 addresses only. You can
either disable IPv6, see How to disable IP version 6 or its specific components in Windows or
set the preference to IPv4.

Ensure that the host FQDN resolves to an IPv4 address as follows:

1. Open a command prompt and verify that IPv4 is set to preferred:

i pconfig /all

Connect i on-speci fic DNS Suffix .

Description . . . . . . . . . . . = Intel(R PRO 1000 MI Network
Connection Physical Address. . . . : XX-XX- XX- XX- XX

DHCP Enabled. . . . e o}

Aut oconfiguration Enabled . . . . : Yes

| Pv4 Address. . . . . . . . . . . : 10.0.0.2(Preferred)

Subnet Mask . . . . . . . . . . . : 255.255.255.0

Default Gateway . . . . . . . . . : 10.0.0.100

DNS Servers . . . . . . . . . . . : 10.10.0.101

Net Bl OGS over Tcpip. . . . . . . . : Enabled
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2. Flush the DNS cache:
i pconfig /flushdns

3. Verify that the hostname of the system resolves to the correct IP address:

ping -a 10.0.0.2

Pi ngi ng wi n08r 2- nodel. HAKsupport.com 10.0. 0.2 with 32 bytes of data:
Reply from 10.0.0.2: bytes=32 tinme<lns TTL=128
Reply from 10.0.0.2: bytes=32 time<lns TTL=128
Reply from 10.0.0.2: bytes=32 tinme<lnms TTL=128

HDP installer takes the following actions to create hadoop user for your environment:

* If the user hadoop does not exist, HDP installer automatically creates a local user with
random password.

* If the user hadoop already exists, HDP installer will change the current password
to a new random password. The random password is passed on the command line
throughout the install process, then discarded. Administrator can change the password
later, but it must be done both in the user configuration and in the service objects
installed on each machine via Service Manager.

The MSI installation scripts and many utility scripts within HDP require remote execution of
Powershell scripts are enabled on all nodes in the Hadoop cluster. For example, the scripts
for starting and stopping the entire cluster with a single command that are provided with
HDP requires remote scripting and trust to be enabled. Therefore, we strongly recommend
that you complete the following three settings on every host in your cluster.

You can set these in Active Directory via Group Policies (for a Group including all hosts in
your Hadoop cluster), or you can execute the given Powershell commands on every host in
your cluster.

Enable remote scripting using Powershell commands

Ensure that the Administrator account on the Windows Server node has a
password. The remote scripting below will not work if the Administrator
account has an empty password.

1. On each host in the cluster, execute the following commands in a Powershell window
with "Run as Administrator" elevation:

Set - Executi onPol i cy "Al|l Si gned"
Enabl e- PSRenot i ng

Set-item wsman: | ocal host\client\trustedhosts -val ue "Host 1, Host 2"
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The last argument is a list of comma-separated hostnames in your cluster (for example,
"HadoopHost 1, HadoopHost 2, HadoopHost 3").

2. On each host in the cluster, execute the following commands in a Powershell window
with "Run as Administrator" elevation:

wi nrm qui ckconfi g
wi nrm set wi nrmiconfig/client @ TrustedHosts="host1l, host2, host3"}

The last argument is a list of comma-separated hostnames in your cluster (for example,
"HadoopHost 1, HadoopHost 2, HadoopHost 3").

1.3.5.2. Enable networking configurations for Active Directory Domains

To enable remote scripting and to configure right domain policies for Windows Remote
Management complete the following instructions on a domain controller machine (all
actions are performed via Group Policy Management\Default Domain Policy/Edit):

1. Set the WinRM service to auto start.

* Go to Computer Configuration -> Policies -> Windows Settings -> Security Settings ->
System Services -> Windows Remote Management (WS-Management).

I Group Policy Management Editor

Ble  Acton Vew Hep
o 2mIXC = HM
| Default Domain Pobcy [VIRTMAIN.HOP. DOMAIN.NET] Pobcy -
= & Computer Configurason
= Polides.
Software Settings
=1 ] Windows Settngs
Name Rescluton Pokcy
Saripts (Startup/Shutdovn)

i

i

THIMEEE

# i Wired Nebwork (IEEE 802.3) Poldes
Windows Frewal weth Advanced Secunty

s Py
¥ Wired Aut
Network List Manager Fokies | | e
. : | o Bt

EEEEE
”HE:‘:”

« Set Startup Mode to Automatic.

e —— 20
oy Windows Remote Management (WS-Managemert)
& |

2. Add firewall exceptions to allow the service to communicate.

* Go to Computer Configuration -> Policies -> Windows Settings -> Security Settings ->
Windows Firewall with Advanced Security .
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* Right click on Windows Firewall with Advanced Security to create a new Inbound

Rule.

Il Group Policy Management Editor

Fie Action View Hebp
EEIEIGEE T
| Default Domain Polcy [VIRTMAIN.HDP. DOMAIN.NET] Polc: & |
E & Computer Configuration

= [ Pokoes
[ Software Settngs
B [ Windowes Settings
B ] Name Resokuton Polcy
=] Seripts (Startup/Shutdown)

= ] windows Frewall with Advanced Sear
= i Windows Frewal vt Advanced 5t

] Network ListMa | Fiter by State >
= L WislessNetws e pGon b
v

Select the type of rule as Predefined as

* Mew Inbownd Rule Wizard

Rula Type
Sebenct o tyees of Sl bl 1o creal

Steps

o Wit type of e woukd you e s e

@ Pradefined Fues
@ Action © Progrm

Fluie it esrirols connections for  progres.

 Pott

Flue that controls connectors for 8 TOP or UDP pot.

& Prodefined:

7 Camtom
Cuorn sde

=]

ncs |

The Predefined rule will automatically create two rules as shown below:

Predefined Fules
Sedect the e 10 be coabed lor his exeience

Steps:
® e Type Weich rdes woukd you ke o custe?
& Poedalvnd Fudee
@ Acton T ——
Bues:
Name

B Windows Famote Maragemert - Compatblt . Mo
] Windows Fiemote Managemers (4TTE

Fude Sxts | Profis | Dewe:
L] Comg

No A Inbox,
]

ek [ Btz | cowel

Windows Remote Management .

|
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* Configure the Action as Allow the connection and click Finish.

* e Tmbousd Rube Wizard

Action
Spacy the action o ba tkosn when & connaction maiches B condiiors soeciied in B nis.

Steps:
& Fude Type i
@ Poadelred Fuss - .
+ Ation [ ———
© Mlow the connection I i secure:
Tis rckedes Peec. Connectiors
Fude node.
" Block the connection
hiam mon: ot actons
ek [ B | cowe

3. Set script execution policy.

* Go to Computer Configuration -> Policies -> Administrative Templates -> Windows
Components -> Windows PowerShell .

* Enable Script Execution .

H Group Policy Management Editor

Fie Action View Help
e 3|l NN Na i 4

| Windows Media Player
| Windows Messenger
| Windows Mobility Center
~ Windows PowerShel
1 Windows Relabiity Analysis
B
_| WinRM Client
| WinRM Service
| Windows Remote Shel
] Windows SideShow

- Windows Update
i Al Settings
@ | Preferences
= 4%, User Configuration
& ] Poloes
# 7] Preferences
|

| Windows Media Digital Rights Management

Windows Remote Management (WinRM)

2| Windows System Resource Manager

1 setting(s)

£ :Tum on Saipt Execution

=

d B Windows PowerShell

Select an item to view its desoiption. Seting

 Set Execution Policy to Allow all scripts.
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&3 Turn on Script Execution

=} Tum on Script Execution

Previous Setting | Next Setting |

=10l x|

L

" Not Configured Comment:
¥ Enabled
" Disabled
Supported on:
Options:

At least Microsoft Windows XP or Windows Server 2003 family

Help:

I8 O [ K

Execution Policy

This settings lets you configure the script execution policy,
controlling what scripts are allowed to run.

If you enable this setting, the scripts selected in the drop down list
will be allowed to run.

The "Allow only signed scripts" setting allows script to execute
only if they are signed by a trusted publisher,

The "Allow local scripts and remote signed scripts” setting allows
any local scrips to run; scripts that originate from the Internet
must be signed by a trusted publisher.

The "Allow all scripts” setting allows all scripts to run.

If you disable this setting, no scripts are allowed to run.

Note: This setting exists under both "Computer Configuration”
and "User Configuration” in the group policy editor. The

"Computer Configuration” has precedence over "User
Configuration.”

G

-

oK | Cancel | Apply

4. Setup WIinRM service.

* Go to Computer Configuration -> Policies -> Administrative Templates -> Windows
Components -> Windows Remote Management (WinRM) -> WinRM Service.

Ble  Acton  View Help

B Group Policy Management Editor

&9 2ml= Bml T

| Windows Media Player
‘Windows Messenger

| Windows Mobility Center

. Windows PowerShell

~ Windows Media Digital Rights Management

Allow automatic configuration of
listeners

— |5 Basic aur Mot configured
| Windows Reliability Analysis Edit policy setting i:| Allow CredSSP authentication Enabled
= [ Windows Remote Management (WinfM) =
7 WinRM Client Requrements: ] Allow unencrypted traffic Mot configured
= At least Windows Vista iz| Specify channel binding token hardening level Not configured
) \Windows Remote Shell Description: _ Dfsaluw Kerberos authentication ot configured
7 Windows SideShow This palicy setting allows you to (E| Disallow Negotiate authentication Mot configured
7 Windows System Resource Manager R:nage;;em the \;\Tdn\\s} semice || Turn On Compatibility HTTP Listener ot configured
ate Management (WinR £ Turn On Compatiblity HTTPS Listener Not configured
| Windows Uodate sutomaticaly lstens on the ne = & fgur
All Settings for requests on the HTTP transport
[ [ ] Preferences aver the default HTTP port.
El 4, User Configuration
@ ] Polices If you enable this policy setting, the
-} WinRM service automatically istens
[ (] Preferences an the network for requestson the =4 l 2
4 | Extended 4 Standard /
3 settrgls) [

* Create a WinRM listener.

a. To allow automatic configuration of listeners, select Enabled.

10
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b. Set IPv4 filter to * (all addresses or specify range)

28 allow automatic configuration of ksteners =)

=] Allow automaic configuration of Esteners Breviau Eeting || HestSesing I

© MNotgonfigured ~ Comment: =

 Enabled

T Disabled =
Supported o0: - [4y least Windows Vista E|

=
Options: Help:
v fites: £ Al | Thes policy setting allows you to msnage whether the Windows |

Remote Management (WinRM) service automatically listens on

1P filbes: | the network for requests on the HTTP transpart over the default

HITP port.
Syntax

¥ you enable this policy setting, the WinRM senvace sutomatically
Type ™™ to allow messages from any [P sddres, or istens on the network for requests on the HTTP traniprt over the
leave the default HTTP port.
foelcl empty to listen on no [F sddress. You can ¥ you disable or do not configure this policy setting, then the
specity one R -
or more ranges of 9 addresses. you must manually create listeners on every compater.

To allow WinkM servce to receive requests over the network,
configure the Windows Firewall policy setting with exceptsons for

Examphe [Pod hiters: == | Post 5985 (defauh port for HTTP)

2040.1-200.20.24.0.0.1-240022 The service listens on the addresses specified by the 1Pl and Py
fitters, 1Py filter specdies cne o more ranges of IPvd sddresses
and [P fier specit o more ranges of ¥

" I_F specified, the service enumerates the svailable IP addresses cn the
A 13

ok [ e |

c. Allow CredSSP authentication and click OK.

8 Allow CredSSP authentication =10l x|

 MotConfigured  Comment: |

 Enabled
Supported cn: |kh¢\ﬁmm

" Disabled
Opticns: Help:

o

B [Ej

B

This policy setting sllows you to mansge whether the
Windows Remote Mansgement (Winkh) servsce sccepts Credish
sutherticstion rom » remote chent

I you ensble this policy setting, the Wk service wil
eoept CredSSP suthentscatson rom & rermote chent

I you disable ce B0 not confagure they pobey settng, the
WInBM serace wall not sccept CredSSP suthentsc ston from &
remate client

5. Setup WinRM client.

¢ Go to Computer Configuration -> Policies -> Administrative Templates -> Windows
Components -> Windows Remote Management (WinRM) -> WinRM Client.
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H Group Policy Management Editor - IE

2| Disallow Digest authentication
i=| Disallow Kerberos authentication
= Desallow Negotiate authentication

7 setting(s)

Fle Action View Help
o 2m=BEY
| windows Media Digital Rights Management
| Windows Media Player
] Windows Messenger Allow CredSSP authentication
~| Windows Mobility Center
| Windows PowerShel Edit polcy settng.
1 Windows Reliabiity Analysis
B[] Windows Remote Management (WinfiM) Requrements:
| WinRM Client At least Windows Vista
| WinRM Service .
y Description:
| Windows Remote Shell
| Windows SideShow This palicy setting allows you to
| Windows System Resource Manager manage whether the Windows
= Remote Management (WinRM) dient
s w'r?duws Update uses CredSSP auh‘!enl;atm.
i Al Settings
® 7| Preferences If you enable this policy setiing,
= 4, User Configuration the WinRM dient will use CredSSP
® 7] Poloes authentication.
B ] Preferences = If you disable or do not
1 | 4 Extended 4 Standard /

» Configure the trusted host list (the IP addresses of the computers that can initiate
connections to the WinRM service). To do this, set TrustedHostsList to * (all addresses

or specify range).

B Trusted thosts lojx

[=] Trussed Heats.

© Mot Configured  Comment: =

& Enabled

" Disabled =l
Supported ot [ st Windows Vit = |

=
Optaong: Helgs
TrustedHostsList = =

——
Yyntme

Configure the trusted hosts by & comma separated
st

of host names. You can use wildcards (*) but onily
one wildcard is allowed in 2 host name pattem.
Use "clocals” [case insensitive) i used 1o indicate
all hast names that do not contain 2 pesiod [

The list can be empey to indicate that no host is
trusted

Use asterisk (] to indicate that all hosts are trusted

you use *, then no other pattem can anmrui th
il

] | Wit chient meeds to use the fist of trusted hosts, you must

This policy setting allows you to manage whether Windows
Remete (WinRM) chent uses in
Trustedemid ot te determarie f the destration kst 15 a trusted

¥ you enaible this pelicy setting the WinkM client uses the list
spredad = TroitedHostib st to determare if the destinatson hemt
7 # trusted entity. The WinRM client uses this list when neither
HTTPS nor Kerberos are wsed to authenticate the identity of the
hest.

¥ yow Snatle or do not configure this policy setting and the

cenfugure the st of trusted hosts locally an each computer.

o« |Coma] i

¢ Allow CredSSP authentication and click OK.

12



Hortonworks Data Platform

May 2, 2014

N Ao UredssP awthentication =lo) x|
[} Allow CredSSP autherticasion Dext Satting
€ Mot Configured  COmment =l
 Enabled
" Disabled &
Supported on: |numtwm-wm =l
=l
Options: Help:
=)

Thes pobcy setting sllows you to mansge whether the
Wirdiers Ramate Management (WinBM) chant uies CredS5P
utharts st

I yons enable thet pobcy setbng, the WinRM chert wil uie
eS8 muthentet stesen

¥ yous dhsable or do net configure this policy setting, then the
Wikl chant woll nct e CredSSP authantication.

6. Enable credentials delegation.

* Go to Computer Configuration -> Policies > Administrative Templates -> System ->

Credentials Delegation.

H Group Policy Management Editor

Fle Action View Help
e 2m=HE T

9 setting(s)

=] Default Domain Palicy [VIRTMAIN,HDP,DOMAIN.NET] Policy Bl g Credentials Delegation
= gl Computer Configuration -
8 [ Polges ) Allow Delegating Fresh Credentials _Scting State
E J xﬂ:ar! ‘SSE:HQS a| . ABow Delegatng Default Credentials with NTLM-only Server Auth... Mot configured
. mdows Setings Edit polcy setong | Allow Delegating Default Credentials Not d
[ [ Administrative Templates: Policy definitions (ADMX fies) refrievec i Sonfigure
[ || Control Panel Requrements: = - . Ny "
o Nt Atleast Windows Vista © Alow Delegating Fresh Credentais with NTLM-only Server Authe... Enabled
4 Printers ) | Alow Delegating Saved Credentials Mot configured
& [ System Descripton: | Allow Delegating Saved Credentials with NTLM-ony Server Authe...  Not configured
I sy This policy setting apples to =
" Credentials Delegation applications using the Cred 557 2| Deny Delegating Default Credentals Mot configured
® [] Device Instalation component (for example: Terminal \E| Deny Delegating Fresh Credentials Mot configured
| Disk NV Cache Serves). E Deny Delegating Saved Credentials Not configured
=l Disk Quotas This policy applies when server
B ] Distributed COM authentication was achisved via a
7| Driver Installation trusted X509 certificate or Kerberos.
. J Enhanced Storage Access 1Fyou this policy setting you
& [ Fiesystem _ILI can specify the servers to which the ¥ 4] |
| | 3 Extended £ Standard /

¢ Select Enabled to allow delegation fresh credentials.

¢ Under Options click on Show. Set WSMAN to * (all addresses or specify range). Click

on Next Setting.
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~=laix

| Allow Delegating Fresh Credentials 2 Sm-g] fet Sating

Mot Configured Comment: 3

& Enabled

" Disabled J -]
Supported on: [mmw‘mvm =

I
Options: Help:

Add servers to the list  Show.

¥ Concatenate 05 defaults with input sbove

This policy setting apphes to appications using the Cred 559
component (for example Termensl Server)

This policy apphes when server authentication was achieved via »
trusted X509 certd i ste o Kerberes.

I you enable the pokcy tettng you can specify the seners to
which the user's fresh credentuals can be delegated (fresh
credentisls sre those that you sse promipted for when executing
thee application)

¥ you do not configure (by defsult) thes policy setting, after
proper mutusl suthenticstion, delegation of fresh credentials is
permitted to Termanal Server running on any machine
(TERMSRV/™).

¥ you diable thes policy setting delegation of fresh credentials is
ot permnitted to sny machine

Nate: The *Allow Delegating Fresh Credentials” can be set to one
of more Servce Prncapal Names (5PNs). The SPN represents the

oK I Can:dl

* Select Enabled to allow delegation fresh credentials with NTLM-only server

authentication.

* Under Options click on Show. Set WSMAN to * (all addresses or specify range). Click

on Finish.

29 Allow Delegating Fresh Credentials with NTLH-oaly Server Authentication

1] Aow Delegating Fresh Credentials with NTLM-cnly Server Authentication B I Nt [

=l0i x|

= Enabled

© MotConfigured  Comment ‘
 Disabled

L

Supported on: ‘Mlean Visndewes Vesta

Options:

Help:

(I 1 {ES

Add servers ta the list  Shew...

¥ Concatenate 0% defaults with input above

This policy setting applies to spphcstions using the Cred 559
component (for examgle: Terminal Server).

This policy applies when server suthentication was achieved vis
NTLM.

I you enable this policy setting you can specify the senvers to
which the user's fresh credentisks can be delegated (fresh
credentials are those that you are prompted for when executing
the application)

1 you do not configure (by default) this policy setting, after
proper mutual authentication, delegation of fresh credentials i
permitted to Terminal Server running on any machine

(TERMSRV/™). -

I you disable this polcy setting debegation of fresh credentisls o
not permitted to any machine.

HNote: The "Allow Delegating Fresh Credentssls with NTLM-only
Server Authentication” can be set 1o one or more Service Principal

-

oK I Clnnll

7. Enable creating WSMAN SPN.

* Go to Start-> Run. In the dialog box, type ADSI Edi t . nsc and click Enter.

* Expand OU=Domain Controllers menu item and select CN=domain controller

hostname. Go to Properties -> Security -> Advanced -> Add.

* Enter NETWORK SERVICE, click Check Names, then Ok. In the Permission Entry select
Validated write to service principal name. Click Allow and OK to save your changes.
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¥ ADSI Edit

Fle Action View Help

| 7m|XE e = Hlm

& ADSI Edit

= 5 Default naming context [VIRTMAIN. hdp.dk
Fl (2] DC=hdp,DC=domain,DC=net

7 CN=Buitin
@ ; Atrbuse Edeor  Secuty | Pemissons | Audtng | Owner | Effective Pemissans |
TIPS e = ) - o ek
" CH=LostAnd=ound - ¥ X
1 Ci=Managed Service Accounts ‘:}?E:Fm j
] CH=NTDS Quotas &l‘ Users Pearmason entnes:
B Orerorom Data 82 5YSTEM Type | Pame [ Famsson [ihetedfom [ oo To [
_ CiSistem & NETWORK SERVICE SSew Ui taners e S S ———
6 8 OHuws 22, Dormain Acknine (HDP\Demin Adsinal = Mow  PartOperstons (HOP\Pr. Creste/delete Pret, nctichedied>  This obiect only
- Mow  Virdows Athonzaton A ok inherted> Thia object only
Add | Remave I Mow Everyone Change password <not inhartad:> This obyact anly
_ . Mo SELF Valdated wite to ot inhered> This object arly
- S Mow _ Dwy Mow  SELF Validated wtetos. ot icherted> This bject orly
Full control (m] O = Mow e a parson Dot inherted:> This abject anly
Read o o How ot irhantad> Tria object and al dssce...
Wirte o (m] Hhcres o v p. of inhafed: This abject arly
Create all chid objects m] O Aow SELF Create/delete all ... <not inherted> This object only
Delete o chid cbjeets o o . Mo hsecsinsind e Cnmni N Thin sbined anke
s o s | e | Remowe | Festore defouts
Cocel 000t | Propertes | |
| OK Cancel Appl
select User, Computer, Service Account, or Group x| Hema: | NETWORK SEVICE Change... I —I—I—
Select this object type: Apghy tg:  [This cbpect and ol descendant cbjects =]
[ser Group. or Bt securty pancoal Object Types . | Mow  Deny
From this location: Create Shared Foider obyects E E =
hde damain net Locations... | Dalets Shared Folder cbyerts o m}]
Create storage cbects (m] |m}
teanglos) Delete storage chjects (m] [m]
Check Names | Mowed ta authentcats n] a
Change password o o
Recenve as m] o
Advanced_. Cancel Resct pasescnd 4 g
| (o] o || [ .
4 BT | Vaidsted write & DNS host name 1 O
Validated write to service principal ... O =
E | a| - [ Aoy these pemissons o cbjects andfor_ Cear Al |
oer| & & 2 B2 S| E =

8. Restart WinRM service and update policies.

* On the domain controller machine, execute the following commands in PowerShell:

Restart-Service WnRM

* On other hosts in domain, execute the following commands:

gpupdate /

force

* Ensure that SPN-s WSMAN is created for your environment. Execute the following
command on your domain controller machine:

setspn -1

$Domai n_Cont rol | er _Host nanme

You should see output similar to the following:
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= Administrator: Windows PowerShell

1
AB? Microszoft Corporation. All rights reserved.

rvice WinRM
RTHAIN
=UIRTHMAIN.OU=Donain Controllers,DC=hdp,DC-domain.DC=net:

RTHRIH hdp. rlumun net
. 1p domain. m-t

i p.domain.
t/‘IIR'IHRIN hdp.domain.ne
t-UIRTHAIN

JIRTMAIN. hdp.domain.net
|IRTmIN }ld domain.nets ain.net
Bl. ABB4-BBCA4FC2DCD2 /e bb665522-1123-472F -b422-bd2d496c 734e /hdp.domain .net

2 1123 472f-b422-bd2d496c734e . _m: -hdp.domain.net
|IFTMIN hdp.domain. P
ldap-UTRTHAIN
1d p/lIIFTmIN

9. Check the WSMAN SPN on other host in domain. Execute the following command on
any one of your host machines:

setspn -1 $Domai n_Control | er _Host name

You should see output similar to the following:

= Administrat indows PowerShell

UIRT Ull Le1
CH=UIRTUALBL . CH=Conputer: C=hdp.DC=domain,DC=net:

main.net

TN LeL

HostUIRTUALB1 . hdp.donain.net
Iﬁ]l hdp.donain.net

HDP uses multiple ports for communication with clients and between service components.
To enable HDP communication, open the specific ports that HDP uses.

To open specific ports only, you can set the access rules in Windows.

For example, the following command will open up port 80 in the active Windows Firewall:

netsh advfirewall firewall add rul e name=Al | owWRPCComuni cation dir=in action=
al | ow prot ocol =TCP | ocal port =80

For example, the following command will open up ports 49152-65535 in the active
Windows Firewall:

netsh advfirewall firewall add rule name=Al | owRPCComuni cation dir=in action=
al | ow protocol =TCP | ocal port=49152- 65535

The tables below specify which ports must be opened for which ecosystem components to
communicate with each other.

Make sure that appropriate ports are opened before you install HDP.

HDFS Ports: The following table lists the default ports used by the various HDFS services.
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Service Servers Default Ports Protocol Description Need End User Configuration Parame
Used Access?
NameNode Master Nodes 50070 http Web Ul to look | Yes (Typically df s. htt p. addr ess
WebUI (NameNode at current status | admins, Dev/
and any back-up of HDFS, explore |Support teams)
NameNodes) file system
NameNode 8020/9000 IPC File system Yes (All clients Embedded in URI spec
metadata service metadata who directly need
operations to interact with
the HDFS)
DataNode All Slave Nodes 50075 http DataNode Yes (Typically df s. dat anode. ht't
WebUI to access |admins, Dev/
the status, logs | Support teams)
etc.
50010 Data transfer df s. dat anode. add
50020 IPC Metadata No df s. dat anode. i pc
operations
Secondary Secondary 50090 http Checkpoint for |No df s. secondary. ht
NameNode NameNode and NameNode
any backup metadata
Secondanry
NameNode

YARN Ports: The following table lists the default ports used by the various YARN services.

webapp. addr ess

webapp. https. e

addr ess

admi n. addr ess

schedul er. addr

Service Servers DefaultPrg m:ﬂriptidltIeed End User Access? Configuration
Ports Parameters
Used

Resource |Master Nodes (Resource |8088 |httpNeb Yes yar n. r esour cenanaget|.
Manager |Manager and any back- Ul for
WebUI up Resource Manager Resource

node) Manager

Master Nodes (Resource |8090 |httpd/eb Yes yarn. r esour cenanaget|.

Manager and any back- Ul for

up Resource Manager Resource

node) Manager
Resource |Master Nodes (Resource |8032 |IPQFor Yes (All clients who need to Embedded in
Manager |Manager Node) applicatiopsubmit the YARN applications | URI specified by

submissionincluding Hive, Hive server, Pig) |yar n. r esour cemanager,.

Resource |Master Nodes (Resource |8033 Administratiee (Typically admins and yar n. r esour cenanaget|.
Manager |Manager and any back- interface |support teams)
Admin up Resource Manager
Interface |node)
Resource |Master Nodes (Resource |8031 |httiResource | Yes (Typically admins, Dev/ yar n. r esour cenanaget|.
Manager |Manager and any back- Manager | Support teams)
Scheduler |up Resource Manager Interface

node)
NodeManaglt Slave Nodes 50060 http Yes (Typically admins, Dev/ yar n. nodemanager . webapp. addr ess
Web Ul Support teams)

Hive Ports: The following table lists the default ports used by the Hive services.
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Table 1.4. Hive Ports

Service Servers Default Protocol |Description Need Configuration Parameters
Ports End User
Used Access?
HiveServer2 HiveServer2 10001 thrift Service for | Yes ENV Vari abl e H VE_PORT
machine programmatically
(Usually (Thrift/
a utility JDBC)
machine) connecting
to Hive
Hive Hive 10000 thrift Service for | Yes ENV Vari abl e H VE_PORT
Server Server programmatichépts
machine (Thrift/ who need
(Usually JDBQ) to connect
a utility connecting| to Hive
machine) to Hive either
programatically
or
through
Ul sQL
tools that
use JDBC)
Hive 9083 thrift Service for | Yes hi ve. metastore.uris
Metastore programmafichémts
(Thrift/ that run
JDBC) Hive,
connecting| Pig and
to Hive potentially
metadata |M/R jobs
that use
HCatalog)

WebHcat Port: The following table lists the default port used by the WebHCat service.

Table 1.5. WebHCat Port

Service Servers Default Protocol |Description Need Configuration Parameters
Ports End User
Used Access?
WebHCat | Any utility {50111 http Web APl |Yes tenpl et on. port
Server machine on top of
HCatalog
and other
Hadoop
services
Table 1.6. HBase Ports
Service Servers Default Protocol |Description Need Configuration Parameters
Ports End User
Used Access?
HMaster | Master 60000 Yes hbase. mast er. port
Nodes
(HBase
Master
Node and
any back-
up HBase
Master
node)
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Service Servers Default Protocol |Description Need Configuration Parameters
Ports End User
Used Access?
HMaster | Master 60010 http The port |Yes hbase. master. i nfo. port
Info Web | Nodes for the
ul (HBase HBase-
master Master
Node and web Ul.
back up Set to -1
HBase if you do
Master not want
node if the info
any) server to
run.
Region All Slave |60020 Yes hbase. r egi onserver. port
Server Nodes (Typically
admins,
dev/
support
teams)
Region All Slave | 60030 http Yes hbase. r egi onserver. i nfo. pg
Server Nodes (Typically
admins,
dev/
support
teams)
ZooKeeper| All 2888 Port No hbase. zookeeper . peer port
ZooKeeper used by
Nodes ZooKeeper
peers
to talk
to each
other.
See here
for more
information.
ZooKeeper| All 3888 Port hbase. zookeeper. | eader port
ZooKeeper used by
Nodes ZooKeeper
peers
to talk
to each
other.
See here
for more
information.
2181 Property hbase. zookeeper . property. g
from
ZooKeeperls
config
zoo. cfg.
The
port at
which the
clients will
connect.

1.3.7. Install Required Software

On each node in the cluster the following software must be installed:

* Microsoft .NET Framework v4.0, see Installing .NET with PS CLI

|'i ent Port
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Microsoft Visual C++ 2010 only, see Installing Visual C++ Distributable Package from PS

(Optional)
Java version: 1.7.0_51, see Installing Java JDK from PS CLI or Manually installing Java JDK

Python v2.7 or higher, see Installing Python from PS CLI or Manually installing Python

Identify a workspace directory that will have all the software installation files. In the
powershell instructions in this section, $env:WORKSPACE refers to the full path of the
workspace directory using an environment variable, for example:

set x WORKSPACE " C: \ wor kspace" /m

After setting the environment variable using setx from the command prompt, you must
restart the powershell cli. When using a script you may want to set Workspace as a
standard PS variable to avoid having to restart powershell.

Ensure that you install the following software on every host machine in your cluster:

* Python 2.7.X

Use the following instructions to manually install Python in your local environment:
1. Download Python from here to the workspace directory.

2. Install Python and update the PATH environment variable. Using Administrator

privileges. From the Powershell window, execute the following commands as
Admi ni strat or user:

$key = "HKLM \ SYSTEM Curr ent Cont r ol Set\ Cont r ol \ Sessi on Manager\
Envi r onnment”

$currentPath = (Get-ltenProperty -Path $key -nane Path).Path + ';'
$pyt honDir = "C:\ Pyt hon\"

nsi exec /gn /norestart /|* $env: WORKSPACE\ pyt hon_i nstall.log /i
$env: WORKSPACE\ pyt hon-2_7_5_and64. nsi TARGETDI R=$pyt honDi r ALLUSERS=1
set x PATH "$current Pat h$pyt honDir" /m

where WORKSPACE is an environment variable for the directory path where the
installer is located.

l g Ensure the downloaded Python MSI name matches
pyt hon-2_7_5_anmd64. nsi . If not, change the above command to
match the MSI file name.

* Microsoft Visual C++ 2010 Redistributable Package (64-bit)

1. Use the instructions provided here to download Microsoft Visual C++ 2010

Redistributable Package (64-bit) to the workspace directory.

2. Execute the following command from Powershell with Administrator privileges:

20


http://www.python.org/download/
http://www.microsoft.com/en-us/download/details.aspx?id=14632

Hortonworks Data Platform May 2, 2014

& "$env: WORKSPACE\ vcr edi st _x64. exe" /q /norestart /log "$env: WORKSPACE\
C 2010 _install.log"

e Microsoft .NET framework 4.0

1. Use the instructions provided here to download Microsoft .NET framework 4.0 to the
workspace directory.

2. Execute the following command from Powershell with Administrator privileges:

& "$env: WORKSPACE\ NDP451- KB2858728- x86- x64- Al | OS- ENU. exe" /g /norestart /
| og "$env: WORKSPACE\ NET-i nst al | _I| og. ht ni'

* JDK version 7
Use the instructions provided below to manually install JDK to the workspace directory:

1. Check the version. From a command shell or Powershell window, type:

java -version

E

2. Go to Oracle Java SE Downloads page and download the JDK installer to the
workspace directory.

Uninstall the Java package if the JDK version is less than v1.6 update 31.

3. From Powershell with Administrator privileges, execute the following commands:

$key = "HKLM \ SYSTEM Curr ent Cont r ol Set\ Contr ol \ Sessi on Manager\
Envi r onment ”

$currentPath = (Get-ltenProperty -Path $key -name Path).Path + '
$javaDir = "C\java\jdkl. 7.0_51\"

& "$env: WORKSPACE\ j dk- 7u51- wi ndows- x64. exe" /gn /norestart /| og
"$env: WORKSPACE\ j dk-instal | .| og" | NSTALLDI R="C:\java" ALLUSERS=1

setx JAVA HOME "$j avaDir" /m

set x PATH "S$current Pat h$j avabDi r\bi n" /m

where WORKSPACE is an environment variable for the directory path where the
installer is located and C: \ j ava\ j dk1. 7. 0_51\ is the path where java will
be installed. Ensure that no whitespace characters are present in the installation
directory's path. For example, C:\Program Files is not allowed.

4. Verify your installation and that the Java application is in your Path environment
variable. From a command shell or Powershell window, type:

java -version

java version "1.7.0_51"

Java(TM SE Runtinme Environnent (build 1.7.0_51-b18)

Java Hot Spot (TM 64-Bit Server VM (build 24.51-b03, mi xed node)

This section explains how to manually install the following software:
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Microsoft Visual C++ 2010 Redistributable Package (64 bit): Download and install using
the defaults.

Microsoft .NET framework 4.0: Download and install using the defaults.

Java JDK

Python

To manually install Oracle Java JDK:

1. Download the Oracle JDK and install to a directory that contains no whitespace in the
path, such as C: \ Java.

2. Open the Control Panel -> System pane and click on Advanced system settings.

3.

4.

Click Advanced.

Click Environment Variables.

Add a system environment variable, JAVA_HOVE:

a.

b.

Under System variables, click New.
Enter the Variable Name as JAVA HOME.

Enter the Value as the installation path for the Java Development Kit, such as C.
\Java\j dk1.7.0_51.

. Click OK.

. To validate the setting, open a DOS cli and type:

echo % AVA HOVE%
C:\Java\j dkl. 7. 0_45\

The path to the Java installation is returned.

. Update the PATH environment variable. Using Administrator privileges:
. Under System Variables, find PATHand click Edit.

. After the last entry in the Path value, enter a semi-colon and the installation path to

the JDK, such as; C: \ Java\j dk1. 7. 0_51\ bi n..

Click OK.

. To validate the setting, open a DOS cli and type:

Java -version
java version "1.7.0"

The Java version and details is returned.

7. Click OK to close the Environment ¥ariables dialog box.
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To manually install Python:

1. Download Python from here and install to a directory that contains no whitespace in
the path, such as C: \ Pyt hon.

2. Update the PATH environment variable. Using Administrator privileges:

a.

Open the Control Panel -> System pane and click on the Advanced system settings
link.

. Click on the Advanced tab.

Click the Environment Variables button.

. Under System Variables, find PATHand click Edit.

. After the last entry in the Path value, enter a semi-colon and the installation path to

the Python installation directory, such as
; C:\ Pyt hon27.

Click OK twice to close the Environment Variables dialog box.

. To validate your settings, from a command shell or Powershell window, type:

pyt hon -V
Python 2.7.6
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2. Defining Hadoop Cluster Properties

The Hortonworks Data Platform consists of multiple components that are installed across
the cluster. The cluster properties file specifies the directory locations and node host names

for each of the components. The installer checks the hostname against the properties file to
determine which services to install when you run the installer.

Use one of the following methods to modify the cluster properties file:

¢ Option | - Use the HDP Setup Interface to generate a cluster properties file for GUI use or

export a generated cl ust er properti es. t xt for a CLlI installation. Recommended for
first-time users and single-node installations.

¢ Option Il - Manually Define Cluster Properties to manually create a

cl usterproperties.txt file if you are familiar with your systems and HDP
requirements.

2.1. Downloading the HDP Installer

Download the HDP Installation zip, and extract the files. The zip contains the following
files:

¢ HDP MSl installer
e Sample cl ust er properti es. t xt file
¢ Compression files:
e hadoop-1z0-0.4.19.2.1.1.0-1621.j ar

e gpl conpression. dl |

Optional, when implementing HDFS compression download the LZO compression DLL from
here.

2.2. Using the HDP Setup Interface

You can define the cluster properties using the HDP Setup form. After you set the cluster
property fields, you can then either export the configuration and use it deploy HDP from
the command line, or you can complete the form and .

1. Open the command prompt and enter the following command:

runas /user:adminstrator nsiexec /i "hdp-2.1.2.0.w npkg. nsi"
VBl USEREALADM NDETECTI ON=1

The HDP Setup form displays.
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HDP Setup

HOF directony stz
I-::"«.hdp Browse '
Log directony : Bepo
" Configure Single Node
o “hadooplogs Browse
I P o8 —_— ¥ Configure Multi Node Res
Data directony
I-::"«.hdpdata Erowse Canc
¥ Delete existing HDP data "Hadoop™ user password |Hadoop1234! V¥ Show password
Hosts ¥ Enable LZ0 codec ™ Use Tezin
Mamenode Host Secondary Mamenode Host
Inn-hust.acme.n:um I
ResourceManager Host Hive Server Host
Iresuun:emgr—l‘mst.an:me.n:um Ihive-hust.an:me.n:um
Oozie Server Host WebHcat Host
quzie-l‘mst.an:me.n:um Iwebhcat-l‘mst.an:me.n:um
Slave hosts Client Hosts

It.acme.cum.slaue'l-hust.acme.cum.slavBE-hust.acrr Browse for file |In:lierrt-hust.acme.cum.clierﬁE—I‘mst.an:me.n:um [

¥ Install HDP additional components ¥ Install Phoenix Ko master secret [knox-secret v
Zookeeper hosts Know haost
Izuukeeperhust.acme.cum Iknmhust.acme.com _l.'_
HEase Master host Flume hosts
Ihbase-hu:nst.an:me.c:nm Clear Iﬂume-hust.an:me.n:um _[
Falcon host Hbase Region Server hosts
Ifaln:on-host.acme.n:um Clear I.En:n'le.cum.hbaseE—I‘nost.acme.cum Browse for file | [
Starm nimbus hiost Starm supervisor hosts -
Jstorrn-host.acme.n:um Clear Jstorrnsup-l‘nost.acme.-:um __E
Hive DB Name Qozie DB Name m W Enable HA
Ihi'l.re Innzie MM Joumal Node Hosts RM HA Cluster Nf
Hive DB Usemame Dozie DB LUsemame Innj-hnst.an::me.n:c:m Irrnha-hnst.an:me.n:ﬂrr
Ihi'l.re quzie NN HA Cluster Name RM Standby Hos
Hive DB Passward Dozie DB Paz=word Innha-hn:nst.an::me.n:n::m Imstandt:r:.r-hﬂst.ac:me
|-"u |"". MN Joumal Node Edits Dir
1 IC:"-.hadmp"mjDumal
DB Favar Database hostname Database port NN Standby Host
|DERBY x| |hive-host.acme.com 1527 | Jonstandby-host acme o

2. Choose the type of deployment by selecting:
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* Configure Single Node: To install all cluster nodes on the current host; the hostname
fields are pre-populated with the name of the current computer, see Quick Start Guide

for Single Node Installation.

* Configure Multi Node: To create a property file for cluster deployment or to manually
install a node (or subset of nodes) on the current computer.

. Set the fields in the required components:

Configuration Values for HDP Setup form

Configuration Property Name Description Exampl

HDP directory HDP installation directory. d: \ hdp

Log directory HDP's operational logs are written to this directory on each cluster d: \ hac
host. Ensure that you have sufficient disk space for storing these log
files.

Data Directory HDP data will be stored in this directory on each cluster node. You d: \ hdg
can add multiple comma-separated data locations for multiple data
directories.

Enable LZO codec Use LZO compression for HDP. Selectec

Use Tez in Hive Install Tez on the Hive host. Selectec

NameNode Host The FQDN for the cluster node that will run the NameNode master NANMENC
service.

Secondary NameNode Host® The FQDN for the cluster node that will run the Secondary NameNode SECONL
master service.

ResourceManager Host The FQDN for the cluster node that will run the YARN Resource RESOUF
Manager master service.

Hive Server Host The FQDN for the cluster node that will run the Hive Server master HI VE_S
service.

Oozie Server Host The FQDN for the cluster node that will run the Oozie Server master ~ OQOZI E_
service.

WebHcat Host The FQDN for the cluster node that will run the WebHCat master WEBHCA
service.

Slave hosts A comma-separated list of FQDN for those cluster nodes that will run sl avel
the DataNode and TaskTracker services.

Clients Hosts A comma-separated list of FQDN for those cluster nodes that will store cl i ent
JARs and other job related files.

ZooKeeper hosts A comma-separated list of FQDN for those cluster nodes that will run  ZOOKEE
the ZooKeeper hosts.

@Not applicable with HA.

4. Click install optional components, and complete the following fields:

Configuration Property Name Description Exampl

Install Phoenix Installs Phoenix on the HBase Server. Selectec

Install Knox Installs Knox Gateway. Selectec

Knox Master secret Enter the password for starting and stopping the gateway. knox- s

HBase Master host The FQDN for the cluster node that will run the HBase master. HBASE-

Falcon host The FQDN for the cluster node that will run Falcon. fal con
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Configuration Property Name Description Exampl

Storm nimbus host The FQDN for the cluster node that will run the Storm Nimbus master storm
service.

Knox host The FQDN for the cluster node that will run Knox. knox- f

Flume hosts A comma-separated list of FQDN for those cluster nodes that will run  FLUVE_
the Flume service. FLUME_

HBase Region Server hosts A comma-separated list of FQDN for those cluster nodes that will run sl avel
the HBase Region Server services.

Hive DB Name Database for Hive metastore. If using SQL Server, ensure that you hi vedk
create the database on the SQL Server instance.

Storm supervisor hosts A comma-separated list of FQDN for those cluster nodes that will run st orm
the Storm Supervisors.

5. Enter the database information for Hive and Oozie as follows:

Configuration Property Name Description Exampl

Hive DB Username User account credentials for Hive metastore database instance. Ensure hi ve_u

Hive DB Password that this user account has appropriate permissions. hi ve_g

Oozie DB Name Database for Oozie metastore. If using SQL Server, ensure that you 00zi ec
create the database on the SQL Server instance.

Oozie DB Username User account credentials for Oozie metastore database instance. 0o0zi e_

Oozie DB Password Ensure that this user account has appropriate permissions. 0ozi e

DB Flavor Database type for Hive and Oozie metastores (allowed databases are nmssql «
SQL Server and Derby). To use default embedded Derby instance, set
the value of this property to der by. To use an existing SQL Server
instance as the metastore DB, set the value as nssq|l .

Database Hostname FQDN for the node where the metastore database service is installed. sql ser
If using SQL Server, set the value to your SQL Server hostname. If
using Derby for Hive metastore, set the value to HIVE_SERVER_HOST.

Database port This is an optional property required only if you are using SQL Server 1433

for Hive and Oozie metastores. By default, the database port is set to
1433.

6. To ensure that a multi-node cluster remains available, you should configure and enable
High Availability. Configuring High Availability includes defining the locations and names
of hosts in a cluster that are available to act as JournalNodes and the Resource Manager
along with specifying a standby NameNode to fall back on in the event that the primary

NameNode fails.

To configure NameNode High Availability, select the Enable Namenode HA check box,
then enter values in the following fields:

High Availability Configuration Values for MSI Installer

Property Description Example Value

Enable HA Whether to deploy a highly available NameNode or |Selected
not.

NN Journal Node Hosts A comma-separated list of FQDN for those cluster  |j our nal nodel. acne. com
nodes that will run the JournalNode processes. j our nal node2. acre. com

j our nal node3. acre. com
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Property Description Example Value

NN HA Cluster Name This name is used for both configuration and hdp2- ha- acne. com
authority component of absolute HDFS paths in the
cluster.

NN Journal Node Edits Directory This is the absolute path on the JournalNode d: \ hadoop\ j our nal

machines where the edits and other local state used
by the JournalNodes (JNs) are stored. You can only
use a single path for this configuration.

NN Standby Namenode Host The host for the standby NameNode. STANDBY_NAMENODE.acme.com

RM Cluster Name Logical name for the HA Resource Manager cluster. |r mha- cl ust er

RM Standby Host The host for the standby Resource Manager. STANDBY-resourcemgr.acme.com
Note

To Enable High Availability, you must run several commands while starting
cluster services.

7. To continue with the GUI installation process, select Install.

Note

If you make a configuration mistake and want to clear fields, select Reset to
clear all fields and begin again.

8. To export your HDP Setup configuration as a cluster properties text file and switch to the
CLl installation process, select Export.

e Note
y/

Selecting Export stops the GUI installation process and produces the
cl usterproperties.txt file based on your GUI fields. Verify that all
information in the fields are accurate before proceeding.

2.3. Manually Creating a Cluster Properties File

Use the following instructions to manually configure the cluster properties file for
deploying HDP from the command-line or in a script:

1. Create acl ust er properti es. t xt file or use the sample clusterproperties.txt file
extracted from the HDP Installation zip file.

2. Add the properties to the cl ust er properti es. t xt file as described in the table
below:

Important
//‘

 All properties in the cl ust er properti es. t xt file must be separated
by a newline character.

* Directory paths cannot contain whitespace characters.
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For example, C: \ Progr am Fi | es\ Hadoop is an invalid directory path
for HDP.

¢ Use Fully Qualified Domain Names (FQDN) for specifying the network
host name for each cluster host. The FQDN is a DNS name that uniquely
identifies the computer on the network. By default, it is a concatenation of
the host name, the primary DNS suffix, and a period.

* When specifying the host lists in the cl ust er properti es. t xt file, if
the hosts are multi-homed or have multiple NIC cards, make sure that each
name or IP address by which you specify the hosts is the preferred name
or IP address by which the hosts can communicate among themselves. In
other words, these should be the addresses used internal to the cluster,
not those used for addressing cluster nodes from outside the cluster.

* To Enable NameNode HA, you must include the HA properties and exclude
the SECONDARY_NAMENODE_HOST definition.

Configuration Values for MSI Installer

Configuration Property Name Description Exampl

HDP_LOG_DIR HDP's operational logs are written to this directory on each cluster d: \ hac
host. Ensure that you have sufficient disk space for storing these log
files.

HDP_DATA_DIR HDP data will be stored in this directory on each cluster node. You d: \ hdg
can add multiple comma-separated data locations for multiple data
directories.

NAMENODE_HOST The FQDN for the cluster node that will run the NameNode master NAMENC
service.

SECONDARY_NAMENODE_HOST The FQDN for the cluster node that will run the Secondary NameNode SECONC
master service.

RESOURCEMANAGER_HOST The FQDN for the cluster node that will run the YARN Resource RESOUF
Manager master service.

HIVE_SERVER_HOST The FQDN for the cluster node that will run the Hive Server master HI VE- S
service.

OOZIE_SERVER_HOST The FQDN for the cluster node that will run the Oozie Server master ozl E-
service.

WEBHCAT_HOST The FQDN for the cluster node that will run the WebHCat master VEBHC/
service.

FLUME_HOSTS A comma-separated list of FQDN for those cluster nodes that will run  FLUME-
the Flume service. FLUME-

HBASE_MASTER The FQDN for the cluster node that will run the HBase master. HBASE-

HBASE_REGIONSERVERS A comma-separated list of FQDN for those cluster nodes that will run sl avel
the HBase Region Server services.

SLAVE_HOSTS A comma-separated list of FQDN for those cluster nodes that will run sl avel
the DataNode and TaskTracker services.

ZOOKEEPER_HOSTS A comma-separated list of FQDN for those cluster nodes that will run  ZOOKEE
the ZooKeeper hosts.

FALCON_HOSTS A comma-separated list of FQDN for those cluster nodes that will run  f al cor
the Falcon hosts.

KNOX_HOST The FQDN of the Knox Gateway host. KNOX- F

IS_TEZ Install the Tez component on Hive host. YES or |
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Configuration Property Name Description Exampl
IS_PHOENIX Installs Phoenix on the HBase hosts. YES or |
ENABLE_LZO Enables the LZO codec for compression in HBase cells. YESor |
DB_FLAVOR Database type for Hive and Oozie metastores (allowed databases are nmssql «

SQL Server and Derby). To use default embedded Derby instance, set
the value of this property to der by. To use an existing SQL Server
instance as the metastore DB, set the value as nssql .

DB_HOSTNAME FQDN for the node where the metastore database service is installed. sql ser
If using SQL Server, set the value to your SQL Server hostname. If
using Derby for Hive metastore, set the value to HIVE_SERVER_HOST.

DB_PORT This is an optional property required only if you are using SQL Server 1433
for Hive and Oozie metastores. By default, the database port is set to
1433.

HIVE_DB_NAME Database for Hive metastore. If using SQL Server, ensure that you hi vedk

create the database on the SQL Server instance.
HIVE_DB_USERNAME User account credentials for Hive metastore database instance. Ensure hi ve_u
HIVE_DB_PASSWORD that this user account has appropriate permissions.

OOZIE_DB_NAME Database for Oozie metastore. If using SQL Server, ensure that you 00zi ed
create the database on the SQL Server instance.

hi ve_r

OOZIE_DB_USERNAME User account credentials for Oozie metastore database instance. oozi e_

0OZIE_DB_PASSWORD Ensure that this user account has appropriate permissions. oozie.

The following snapshot illustrates a sample cl ust er properti es. t xt file:

#Log directory
HDP_LOG DI R=c: \ hadoop\ | ogs

#Data directory
HDP_DATA DI R=c: \ hdpdat a

#host s

NAMENCDE_HOST=nn- host . acne. com

SECONDARY_NAMENODE HOST=sec- nn- host . ache. com

RESOURCEMANAGER _HOST=r esour cengr - host . acnme. com

H VE_SERVER HOST=hi ve- host . acne. com

OQZI E_SERVER HOST=00zi e- host . acne. com

WEBHCAT _HOST=webhcat - host . acne. com

SLAVE HOSTS=sl| ave- host. acne. com sl avel- host. acne. com sl ave2-host. acne. com
ZOOKEEPER_HOSTS=zookeeper - host . acne. com

CLI ENT_HOSTS=cl i ent - host . acme. com cl i ent 2- host . acrre. com

| S TEZ=yes

ENABLE LZO=yes

HBASE MASTER=hbase- host . acne. com

HBASE REG ONSERVERS=hbase- host . acre. com hbase2- host . acne. com
FLUVE_HOSTS=f | une- host . acne. com

FALCON HOST=f al con- host . acne. com

KNOX_HOST=knox- host . acre. com

STORM_NI MBUS=st or m host . acnme. com

STORM _SUPERVI SORS=st or msup- host . acnme. com

| S PHOENI X=yes

#Dat abase host

DB_FLAVOR=DERBY

DB HOSTNAME=hi ve- host . acne. com
DB_PORT=1527
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#Hi ve properties

H VE_DB_NAME=hi ve

H VE_DB_USERNAME=hi ve
H VE DB PASSWORD=hi ve3

#Qozi e properties

OQzZI E_DB_NAME=00zi e
Ozl E_DB_USERNAME=00zi €
OQZI E_DB_PASSWORD=00zi €

To ensure that a multi-node cluster remains available, configure and enable High
Availability. Configuring High Availability includes defining locations and names of hosts
in a cluster that are available to act as journal nodes and a standby name node in the
event that the primary namenode fails. To configure High Availability, add the following
properties to cl ust er properti es. t xt and set values as follows:

Configuring High Availability in a Windows-based Cluster

Property Description Example Value Mandatory/Optional
HA Whether to deploy a highly |yes or no Optional
available NameNode or
not.
NN_HA_J OURNALNODE_HOSTA comma-separated list j our nal nodel. acne. com Optional
of FQDN for those cluster |j our nal node2. acne. com
nodes that will run the j our nal node3. acrre. com
JournalNode processes.
NN_HA CLUSTER_NAME This name is used for hdp2- ha Optional

both configuration and
authority component of
absolute HDFS paths in the
cluster.

NN_HA_JOURNALNODE_EDI TEhiBisRhe absolute path on |d: \ hadoop\ j our nal Optional
the JournalNode machines
where the edits and other
local state used by the
JournalNodes (JNs) are
stored. You can only

use a single path for this
configuration.

NN_HA_STANDBY_NAVENODETIMOBdst for the standby STANDBY_NAMENODE.acme|.@ptional

NameNode.
RM_HA_ CLUSTER_NAME A logical name for the HA Resour ce Manager Optional
Resource Manager cluster.
RM_HA_STANDBY_RESOURCEMANRGER 6fBE standby |rm st andby- Optional
resource manager host. host . acrme. com

To Enable High Availability, you must run several commands while starting cluster services.
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Use the following instructions to deploy HDP on a single node Windows Server machine:

1. On the host, complete all the prerequisites, see the following sections in Getting Ready
to Install:

* Supported operating system

* Dependent software and environment variable settings, including Java, .Net, and
Python

¢ Open ports required for HDP operation

2. Prepare the single node machine.

Before installation you must set an environment variable for JAVA_HOVE. Do
not install Java in a location that has spaces in the path name.

a. Configure firewall.

HDP uses multiple ports for communication with clients and between service
components.

If your corporate policies require maintaining per server firewall, you must enable the
ports listed here. Use the following command to open these ports:

netsh advfirewall firewall add rul e name=Al | ownRPCComuni cation dir=in
acti on=al | ow prot ocol =TCP | ocal port =$PORT_NUVBER

* For example, the following command will open up port 80 in the active Windows
Firewall:

netsh advfirewall firewall add rul e name=Al | ownRPCComuni cati on dir=in
action=al | ow protocol =TCP | ocal port =80

* For example, the following command will open ports all ports from 49152 to
65535. in the active Windows Firewall:

netsh advfirewall firewall add rul e name=Al | ownRPCComuni cati on dir=in
action=al | ow protocol =TCP | ocal port =49152- 65535

If your networks security policies allow you open all the ports, use the following
instructions to disable Windows Firewall: http://technet.microsoft.com/en-us/library/
€c766337(v=ws.10).aspx

3. Install and start HDP.

a. Download the HDP for Windows MSiI file from: http://public-
repo-1.hortonworks.com/HDP-Win/2.1/2.1.2.0/hdp-2.1.2.0.zip.
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b. Open a command prompt as Administrator:

runas /user:admnistrator "cnmd /C nsiexec /Iv c:\hdplog.txt /
i $PATH to_Msl _file Ml USEREALADM NDETECTI ON=1"

¢. Run the MSl installer command. If you are installing on Windows Server 2012, use this
method to open the installer:

where the $PATH t o_MSI _fi | e parameter should be modified to match the
location of the downloaded MSI file.

The following example illustrates the command to launch the installer:

runas /user:admnistrator "cmd /C nsiexec /lv c:\hdplog.txt /i C\
MBI _I NSTALL\ hdp- 2. 1. 2. 0. Wi npkg. nsi  MSI USEREALADM NDETECTI ON=1"

d. The HDP Setup window appears pre-populated with the host name of the server, as
well as default installation parameters.

You must specify the following parameters:

* Hadoop User Password: Enter that password for the Hadoop super user (the
administrative user). This password enables you to log in as the administrative
user and perform administrative actions. Password requirements are controlled
by Windows, and typically require that the password include a combination of
uppercase and lowercase letters, digits, and special characters.

* Hive and Oozie DB Names, Usernames, and Passwords: Set the DB (database)
name, user name, and password for the Hive and Oozie metastores. You can use
the boxes at the lower left of the HDP Setup window ("Hive DB Name", "Hive DB
Username", etc.) to specify these parameters.

» DB Flavor: Select DERBY to use an embedded database for the single-node HDP
installation.

You can optionally configure the following parameters (for a detailed description of
each option, see Defining Cluster Properties:

* HDP Directory: The directory in which HDP will be installed. The default installation
directoryis c: \ hdp.

* Log Directory: The directory for the HDP service logs. The default location is c:
\ hadoop\ | ogs.

» Data Directory: The directory for user data for each HDP service. The default
locationis ¢: \ hdpdat a.

* Delete Existing HDP Data: Selecting this check box removes any existing data from
prior HDP installs. This ensures that HDFS starts with a formatted file system. For a
single node installation, it is recommended that you select this option to start with
a freshly formatted HDFS.

* Install HDP Additional Components: Select this check box to install ZooKeeper,
Flume, Storm, Knox or HBase as HDP services deployed to the single node server.
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| |oerey =] [WiN-UDSEPTICIVD 1527 ]
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2

When deploying HDP with the LZO compression enabled, put the
following three files in the same directory as the HDP for Windows
Installer (and the cluster.properties file):

* hadoop-12z0-0.4.19.2.1.1.0-1621.j ar from the HDP for
Windows Installation zip.

* gpl conpressi on. dl | from the HDP for Windows Installation zip.

* 1z02.dl | LZO compression DLL downloaded from here.

e. When you have finished setting the installation parameters, click Install to install HDP.

2

The Export button on the HDP Setup window to exports the
configuration information for use in a CLI/script-driven deployment.
Clicking Export stops the installation and creates a clusterproperties.txt
file that contains the configuration information specified in the fields on
the HDP Setup window.

The HDP Setup window closes, and a progress indicator displays while the installer is
running. The installation may take several minutes. Also, the time remaining estimate
may be inaccurate.

A confirmation message displays when the installation is complete.

2

If you did not select the "Delete existing HDP data"check box, and you are
reinstalling Hadoop the HDFS file system must be formatted. To format
the HDFS file system, open the Hadoop Command Line shortcut on the
Windows desktop, then run the following command:

%HADOOP_HOVE% bi n\ hadoop nanenode - f or mat

f. Start all HDP services on the single machine.

In a command prompt, navigate to the HDP install directory. This is the "HDP
directory" setting you specified in the HDP Setup window.

Run the following command from the HDP install directory:

%HADOOP_NODE% st art _| ocal _hdp_servi ces

g. Validate the install by running the full suite of smoke tests:

i. Create a smoketest user directory in HDFS:

%-HADOOP_HOVE% bi n\ hadoop -nkdir -p /user/snoket est
%1ADOOP_HOVE% bi n\ hadoop df s -chown - R snoket est
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ii. Run the provided smoke tests as the hadoop user or create a smoketest user in
HDFS:

runas /user: hadoop "cnd /K %ADOOP_HOVE% Run- SmokeTest s. cnd"”

ii. Run as the smoketest user to verify that the HDP services work as expected:

runas /user:snoketest "cnmd /K %HADOOP_HOME% Run- SnmokeTest s. cnd”
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This section explains the different options you can use when deploying a multinode
Hadoop Cluster from the command line or in a script. When installing from the command
line, the Hadoop setup script parses the Cluster Properties file and determines which
services to install based on the system hostname where the installation is running.

Use one the following option to deploy HDP:
* Option I: Central push install using corporate standard procedures
* Option II: Central push install using provided script

e Option Ill: Manual Install one node at a time

This section explains the HDP MSI installer command line options and HDP public properties
to use when installing a multi-node Hadoop Cluster.

The format of the HDP MSI Installer command is:

nmsiexec /gn /lv "log_file" /i "msi_file" MSI USEREALADM NDETECTI ON=1 HDP_DI R=

"instal |l _dir" HDP_LAYOUT="cl uster_properties_file" HDP_USER PASSWORD=

"passwor d* DESTROY_DATA="YES_OR _NO' HDP="YES_OR NO' FLUME="YES or NO' HBASE=

"YES_or _NO' KNOX="YES_or_NO' KNOX_MASTER SECRET="secret" FALCON="YES_or_NO'
STORME" YES_or _NO'

where:

e msiexec /gn /lv "log_file" /i "nmsi_file
VBl USEREALADM NDETECTI ON=1" is the standard installer options recommended by
Hortonworks:

¢ / gn (quiet, no Ul) suppresses the HDP Setup Window. Use / gb (quiet basic) to
suppress the HDP Setup and show a progress bar.

«/lv"l og file"(logverbose) creates a verbose installation log with the name you

specified; if only a file name is provided it is created in the directory where the msiexec
was launched.

o /i "nsi _fil e" pointsto the HDP Installer file, we recommend specifying the absolute
path.

¢ VBl USEREALADM NDETECTI ON=1 ensures that the user running the installer has true
administrator permissions.

For more information on standard msiexec options, enter nsi exec / ? ina command
prompt.

* HDP public properties, that is everything following the last option/i "nsi _file"
in the command line format above, are described in the following table. These public
properties are passed by msiexec to the Hadoop setup script:
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Property Value Value Defined in Cluster |Description
Properties file

DESTROY_DATAYes or No none Yes removes previous HDP data and formats the
NameNode. No leaves the previous data and does not
format the NameNode.

HDP_USER_PASSY#©&8®or d none Password defined when creating the Hadoop user.
Note that if the password does not meet your
password policy standards the installation will fail.

HDP_DIR install _dir |[none Absolute path to the Hadoop root directory where
HDP components are installed.

HDP_LAYOUT |cl ust er propendnes_ful | _path Defines the absolute path to the Cluster Properties
file. Note that relative paths are not supported and
the path may not contain spaces. For example, C:
\MSl _Install\clusterproperties.txt.

HDP Yes or No ZOOKEEPER_HOSTS Setting this to Yes instructs the MSI to install

the optional HDP components, such as Flume,
HBase, Knox, Falcon and Storm. When enabled,

you must specify the components on the
commandline. For example: HDP="YES" KNOX="YES"
KNOX_SECRET="secret" FALCON="NO" HBASE="YES"
FLUME="NO" STORM="NO". Excluding the optional
components from the command line causes the
installation to fail.

FLUME Yes or No FLUME_HOSTS Includes the installation of Flume components on
the hosts matching the name defined in the cluster
properties file.

HBASE Yes or No HBASE_MASTER and Includes the installation of HBase components on
HBASE_REGIONSERVERS |the hosts matching the name defined in the cluster
properties file.

KNOX Yes or No KNOX_HOST Includes the installation of Knox Gateway on the host
matching the name defined in the cluster properties
file. When yes the KNOX_SECRET must also be
specified as a parameter.

KNOX_MASTER SECRET none Specified only when KNOX="yes". The master secret
to protect Knox security components, such as SSL
certificates.

FALCON Yes or No FALCON_HOSTS Includes the installation of the Falcon components

on the host matching the name defined in the cluster
properties file.

STORM Yes or No STORM_NIMBUS and Includes the installation of the Storm components on
STORM_SUPERVISORS the host matching the name defined in the cluster
properties file.

For the optional HDP Components, specify the same property, such as HDP=yes FLUME=no
HBASE=yes KNOX=no FALCON=no STORM=no, on the command line of every cluster node.
If you are not installing any optional components specify HDP=no. Components are only
installed if the hostname matches a value in the cluster properties file.

To install a basic cluster with HBase, use the following command on every node:

nmsiexec /gn /i D:\MSI _Install\hdp-2.1.2.0.w npkg.nmsi /lv D:\MsI_Install\hdp.

| og MSI USEREALADM NDETECTI ON=1 HDP_LAYQUT=D:\ M5l _I nstal |\ cl uster. properties
HDP_DI R=D: \ hdp DESTROY_DATA=yes HDP_USER PASSWORD=#Test User 123! HDP=yes KNOX=

no FALCON=no STORMFno HBase=yes STORM-no FLUME=noO
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A Important

I’

Use the same cl ust er properti es. t xt file on every node in the cluster.
When LZO compression is enabled you must also put the following three files i
the same directory:

* hadoop-12z0-0.4.19.2.1.1.0-1621. ] ar from the HDP for Windows
Installation zip.

» gpl conpr essi on. dl | from the HDP for Windows Installation zip.

* | zo2. dl | LZO compression DLL downloaded from here.

4.2. Option | - Central Push Install Using A
Deployment Service

Many Windows Data Centers have standard corporate procedures for performing
centralized push-install of software packages to hundreds or thousands of computers at the
same time. In general, these same procedures also allow a centralized push-install of HDP to
a Hadoop cluster.

If your Data Center already has such procedures in place, then follow this simple checklist:
1. Identify and configure the hosts for the Hadoop cluster nodes.

2. On the host nodes, complete all the prerequisites, see the following sections in Preparing
the Environment:

* Supported operating system

* Dependent software and environment variable settings

* Enable Powershell Remote scripting and set cluster nodes as trusted hosts
* Resolvable host names, and static IPv4 addresses

¢ Open ports required for HDP operation

e Note

Before installation you must set an environment variable for JAVA_HOVE. Do
not install Java in a location that has spaces in the path name.

3. Download the HDP Windows Installation package from here, which includes a sample
clusterproperties.txt file.

4. Create Cluster Properties file using your host information, see Define Cluster Properties.

Important

Nodes in the cluster communicate with each other using the host name or
IP address defined in the cluster properties file. For multi-homed systems
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and systems with more than one NIC, ensure that the preferred name or IP
address is specified in the Cluster Properties file.

5. Using your standard procedures to push both the HDP Installer MSI and the custom
clusterproperties.txt filetoeach node in the cluster.

6. Continuing to use your standard procedures to remotely execute the installation with
the nsi exec command documented in section Understanding the HDP MSI Installer
Properties.

E

The HDP Installer unpacks the MSI contents to %8y st enDr i ve%

\ Hadoopl nst al | Fi | es. A detailed installation log is located at

uSyst enDri ve% Hadoopl nstal | Fi | es\ HadoopSet upTool s

\ hdp-2.1.5.0.w npkg. i nstal | .This folder is required to uninstall HDP,
do not remove it.

7. Examine the return results and/or logs from your standard procedures to ensure that all
nodes were successfully installed.

After the installation completes, you must configure and start the Hadoop services.

Hortonworks provides a powershell script (push_i nstal | _hdp. ps1 included in the
resources directory of the installer zip) that installs HDP one system at a time on all hosts
defined in the cluster properties file. Use this script to deploy HDP to a small test clusters.
The script does not require shared storage, it copies the installation files to the target using
the Windows Administrative Share. Ensure that the Admin Share is enabled on all cluster
hosts, and that the Administrator account executing the script has the privileges to write to
the cluster hosts.

To use the Push Install HDP script:

1. On the host nodes, complete all the prerequisites. In Preparing the Environment see the
following sections :

* Supported operating system

¢ Dependent software and environment variable settings

Enable Powershell Remote scripting and set cluster nodes as trusted hosts

Resolvable host names, and static IPv4 addresses

¢ Open ports required for HDP operation
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=

2. Additionally on each host node you must also do the following:

Before installation you must set an environment variable for JAVA_HOMVE. Do
not install Java in a location that has spaces in the path name.

* Enable the Administrative Share:

netsh firewall set service type renoteadn n enabl ed

* Create the a target directory to which the installer can copy the files used for the
installation:

nkdi r D:\MSI | nstal

3. Download the HDP Windows Installation package from here, which includes a sample
cl usterproperties.txt file.

4. Define your Cluster Properties and save to a file, see

Nodes in the cluster communicate with each other using the host name or
IP address defined in the cluster properties file. For multi-homed systems
and systems with more than one NIC, ensure that the preferred name or IP
address is specified in the Cluster Properties file.

5. Copy the HDP MSI Installer, your custom cl ust er properti es. t xt, and the
push_instal |l _hdp. psl files to the source directory on the master install node (the
host from which you are running the push install).

6. Determine the MSI command line parameters, see Understanding the HDP MSI Installer
Properties

7. On the master install node, open a command prompt with run as Administrator, and
enter following:

cd source_path
powershell -File push_install _hdp.psl source_path destination_path
clusterproperties file files_|list skip nsiexec_comuand -parall el

where:

e sour ce_pat h: Absolute path to the installation files. This directory must contain
the HDP MSI and the cl ust er properti es. t xt file, as well as any other files the
installer will push to the cluster nodes. For example, D: \ MSI _Install.

e desti nati on_pat h: Absolute path to an existing directory on the target cluster
nodes. All nodes must have this directory. The installer copiesthefil es_I| i st from
the sour ce_pat h to the dest i nati on_pat h. This path is specified as a local path
on the target host. For example, D: \ M5l _| nstal | .

e clusterproperties_fil e:Name of the custom Cluster Properties file. For
example, cl ust er properti es. t xt. (Do NOT include the path to the file.)
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e files_I|ist:Comma-delimited list of file names that the installer
copies from the $sour ce_pat h to all cluster hosts. The list must contain
both the Cluster Property and HDP Installer file names. For example,
hdp-2. 1. 2. 0. wi npkg. nsi, cl uster. properti es. The list can not contain
spaces. Ensure that all the listed files are in the $sour ce_pat h.

@ When deploying HDP with the LZO compression enabled, put the
following three files in the same directory as the HDP for Windows
Installer (and the cluster.properties file) and include them in the file list:

* hadoop-12z0-0.4.19.2.1.1.0-1621. j ar from the HDP for
Windows Installation zip.

* gpl conpressi on. dl | from the HDP for Windows Installation zip.
* |1 z02.dl | LZO compression DLL downloaded from here.

* msi exec_command: Complete installation command that the script executes on the
target nodes, see Understanding the HDP MSI Installer Properties.

The installer script will return error messages or successful completion results to the Install
Master host. These messages will be printed out at the end of the script execution. Examine
these return results to ensure that all nodes were successfully installed.

E

On each node, the HDP Installer unpacks the MSI contents to %Syst enDr i ve
% Hadoopl nst al | Fi | es. A detailed installation log is located at
%Syst enDri ve% Hadoopl nst al | Fi | es\ HadoopSet upTool s

\ hdp-2. 1. 5. 0. wi npkg. i nst al | . This folder is required to uninstall HDP,
do not remove it.

2

Use the following instructions to install a single Hadoop Cluster node from the command
line using a Cluster Properties file:

Before installation you must set an environment variable for JAVA_HOVE. Do
not install Java in a location that has spaces in the path name.

1. On the host nodes, complete all the prerequisites. In Preparing the Environment see the
following sections :

* Supported operating system

* Dependent software and environment variable settings
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* Enable Powershell Remote scripting and set cluster nodes as trusted hosts
* Resolvable host names, and static IPv4 addresses
¢ Open ports required for HDP operation

2. Download the HDP Windows Installation package from here, which includes a sample
clusterproperties.txt file.

3. Optionally, download the LZO compression DLL from here.

4. Create a Cluster Properties file using your host information, see Define Cluster
Properties.

Nodes in the cluster communicate with each other using the host name or

IP address defined in the cluster properties file. For multi-homed systems
(systems that can be access internally and externally) and systems with more
than one NIC, ensure that the preferred name or IP address is specified in the
Cluster Properties file.

5. Place the MSI and custom cl ust er properti es. t xt file in a local subdirectory on
the host. Only the Hadoop Services that match the system's hostname in the cluster
properties file will get installed.

6. (Optional): When installing HDP with HDFS compression enabled, put the
following three files in the same directory as the HDP for Windows Installer and the
cluster. properti es file:

* hadoop-1z0-0.4.19.2.1.1.0-1621.jar from the HDP for Windows Installation zip.
* gplcompression.dll from the HDP for Windows Installation zip.
* | zo2. dI | download from here.

Open a command prompt with the runas Administrator option, and execute the
following command:

nsiexec /qn /i "msi_file_name" /Iv "log_file_name"
VSl USEREALADM NDETECTI ON=1 HDP_USER PASSWORD=" Passwor d" HDP_LAYOUT=
"cluster_properties_file" HDP_DI R="install _dir" DESTROY_DATA=yes HDP=yes
KNOX=no FALCON=no STORM=no

See Understanding the HDP MSI Installer Properties for a detailed description of the
command line options.

The HDP Installer unpacks the MSI contents to %8By st enDr i ve% Hadoopl nstal | Fi | es.
A detailed installation log is located at By st enDr i ve% Hadoopl nstal | Fi |l es

\ HadoopSet upTool s\ hdp- 2. 1. 5. 0. wi npkg. i nst al | . This folder is required to
uninstall HDP, do not remove it.
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2

If you did not select the "Delete existing HDP data"check box, and you are
reinstalling Hadoop the HDFS file system must be formatted.

To format the HDFS file system, open the Hadoop Command Line shortcut on
the Windows desktop, then run the following command:

runas /user: hadoop "cnd /K %HADOOP_HOVE% bi n\ hadoop nanenode -
format"
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5. Configure HDP Components and
Services

After installing HDP components, you must update the following component settings or
install additional software:

Use one of the following methods to modify the cluster properties file:

Enabling HDP Services

¢ Configure Hive when Metastore DB is in a Named Instance (MS SQL Only)
¢ Configure MapReduce on HDFS

¢ Configure MapReduce on HDFS

¢ Configure HBase on HDFS

¢ Configure Hive on HDFS

¢ Set up Tez for Hive

¢ Configure Garbage Collector for NameNode

¢ Configure (Optional) Install Microsoft SQL Server JDBC Driver

Starting HDP Services

5.1. Enabling HDP Services

By default the following HDP services are disabled, to allow these services to start and stop
using the Start Local or Remote HDP script you must enable them:

¢ Apache Hadoop f al con

¢ Apache Hadoop f | uneagent

¢ Apache Hadoop r est

¢ Apache Hadoopt hri ft or Apache Hadoopthrift2

Once enabled, these services will start and stop using the Start Local Services or Start
Remote Services scripts.

1. Enable Thrift on a cluster node:

sc config thrift start= demand

e Note
4

In test environments you may want to enable thrift2 instead. HDP 2.1
includes both Thrift and Thrift2, these services use the same port and cannot
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run at the same time. Currently, Thrift2 is Alpha software and should only be
used in test environments.

2. Enable Falcon:

sc config falcon start= demand

3. Enable the Flume Agent:

sc config flumeagent start= demand

4. (Optional) To allow access to the cluster through the Knox Gateway, enable Rest on a
cluster node:

sc config rest start= dermand

When using MS SQL for the Hive metadata store and the Hive database is not in the default
instance (that is it is in a named instance), you must configure the connection string after
the installation completes as follows:

1. On the Hive host, open the hive-site.xml in a text editor.

2. Add the instance name to the property of the connection URL:

<property>

<nane>j avax. j do. opti on. Connect i onURL</ nane>

<val ue>j dbc: sql server:// $sql - host/ $i nst ance- nane: port/ $hi ve_db; cr eat e=
true</val ue>

<descri pti on>JDBC connect string for a JDBC netastore</description>
</ property>

where the value contains the following environment specific information:
* $sql - host : SQL server host name
* $i nst ance- nane: the name of the instance that the Hive database is in
* $hi ve_db: the name of the Hive database
3. Save the changes to hi ve-site. xnl .

4. Finish configuring Hive as described in the following section before restarting the
Apache Hadoop Hive service.

To use MapReduce, in HDFS make the MapReduce history folder, tmp, application logs, and
a Yarn folders and then set permissions to the folders.
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%HADOOP_HOVE% bi n\ hadoop. cnd dfs -nkdir -p /mapred/ history/done / mapred/
hi st ory/ done_i nt er nedi at e

%HADOOP_HOVE% bi n\ hadoop. cnd dfs -chnod -R 1777 / mapred/ hi story/
done_int ernedi at e

%HADOOP_HOVE% bi n\ hadoop. cnd df s -chnod 770 / mapr ed/ hi st ory/ done
%1ADOOP_HOVE% bi n\ hadoop. cnd df s -chown - R hadoop: hadoopUsers / mapred
%HADOOP_HOVE% bi n\ hadoop. crd df s -chnod 755 / mapred / mapred/ hi story
%HADOOP_HOVE% bi n\ hadoop. cnd dfs -nkdir /tnp

%HADOOP_HOVE% bi n\ hadoop. cnd df s -chnod 777 /tnp

%HADOOP_HOVE% bi n\ hadoop. cnd df s -nkdir /app-| ogs

%HADOOP_HOVE% bi n\ hadoop. cnd df s - chown hadoop: hadoopUsers / app-1| ogs
%HADOOP_HOVE% bi n\ hadoop. cnd df s -chnod 1777 / app-1 ogs

%HADOOP_HOVE% bi n\ hadoop. cnd dfs -nkdir -p /yarn /yarn/generic-history/
%HADOOP_HOVE% bi n\ hadoop. cnd dfs -chnod -R 700 /yarn

%-HADOOP_HOVE% bi n\ hadoop. cnd df s -chown - R hadoop: hadoop /yarn

To use HBase make a HBase user and application data folder and then set permissions on
the folders.

%-HADOOP_HOVE% bi n\ hadoop. cnd df s -nkdir -p /apps/ hbase/ dat a
%HADOOP_HOVE% bi n\ hadoop. cnd df s -chown hadoop: hadoop / apps/ hbase/ dat a
%HADOOP_HOVE% bi n\ hadoop. cnd df s - chown hadoop: hadoop / apps/ hbase/ data/ . .
%HADOOP_HOVE% bi n\ hadoop. cnmd dfs -nkdir -p /user/hbase

%1ADOOP_HOVE% bi n\ hadoop. cnd df s -chown hadoop: hadoop /user/ hbase

To use Hive, in HDFS create the Hive warehouse directory, the Hive and WebHcat user
directories directory, and the WebHCat application folder. And then set permissions on the
directory to allow all users access:

1. Open the command prompt with the Hadoop user account:

runas /user: hadoop cnd

2. Make a user directory for hive and the hive warehouse directory as follows:

%HADOOP_HOVE% bi n\ hadoop. cnmd dfs -nkdir -p /user/hive /hive/warehouse

3. Make a user and application directory for WebHcat as follows:

%1ADOOP_HOVE% bi n\ hadoop. cnd dfs -nkdir -p /user/hcat
%HADOOP_HOVE% bi n\ hadoop. cnd dfs -nkdir -p /apps/webhcat

4. Change the owner and permissions as follows:

%HADOOP_HOVE% bi n\ hadoop. cmd df s - chown hadoop: hadoop /user/ hive
%4HADOOP_HOME% bi n\ hadoop. cnmd df s -chnod -R 755 /user/ hive

%HADOOP_HOVE% bi n\ hadoop. cnd df s -chown - R hadoop: users /hive/warehouse
%HADOOP_HOVE% bi n\ hadoop. cnmd df s -chown - R hadoop: hadoop /user/ hcat
%1ADOOP_HOVE% bi n\ hadoop. cnd dfs -chnmod -R 777 / hi ve/ war ehouse
%HADOOP_HOVE% bi n\ hadoop. cnd df s -chown - R hadoop: users /apps/ webhcat
%1ADOOP_HOVE% bi n\ hadoop. cnd df s -chnod -R 755 /apps/ webhcat
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If your installation specified to use Tez for Hive, in the cl ust er. properti es IS_TEZ=yes,
after deployment perform the following steps as the hadoop user "hadoop":

1. Open the command prompt with the hadoop account:

runas /user: hadoop cnd

2. Make a Tez application directory in HDFS:
%HADOOP_HOVE% bi n\ hadoop. cnd fs -nkdir /apps/tez
3. Allow all users read and write access:
%HADOOP_HOVE% bi n\ hadoop. cnd fs -chnmod -R 755 /apps/tez
4. Change the owner of the file to hadoop:
%1ADOOP_HOVE% bi n\ hadoop. cnd fs -chown - R hadoop: users /apps/tez
5. Copy the Tez home directory on the local machine into the HDFS / apps/ t ez directory:
%HADOOP_HOVE% bi n\ hadoop. cnd fs -put %9EZ HOVE%W * [ apps/tez
6. Remove the Tez configuration directory from the HDFS Tez application directory:

%1ADOOP_HOVE% bi n\ hadoop. cnd fs -rm -r -skipTrash /apps/tez/conf

7. Ensure that the following properties are set in the %1 VE_HOVE% conf\ hi ve-
site.xnl:

Property Default Value Description

hive.auto.convert.join.noconditionaltaskue Specifies whether Hive optimizes
converting common JOIN statements
into MAPJOIN statements. JOIN
statements are converted if this
property is enabled and the sum

of size for n-1 of the tables/

partitions for an n-way join is smaller
than the size specified with the
hive.auto.convert.join.noconditionaltas
property.

hive.auto.convert.join.noconditionaltagla6i@e@000 (10 MB) Specifies the size used to calculate
whether Hive converts a JOIN
statement into a MAPJOIN

statement. The configuration

property is ignored unless
hive.auto.convert.join.noconditionaltas
is enabled.

hive.optimize.reducededuplication.mipdreducer Specifies the minimum reducer
parallelism threshold to meet before
merging two MapReduce jobs.
However, combining a mapreduce
job with parallelism 100 with a
mapreduce job with parallelism 1 may
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Property Default Value Description

negatively impact query performance
even with the reduced number of
jobs. The optimization is disabled if
the number of reducers is less than
the specified value.

hive.tez.container.size -1 By default, Tez uses the java options
from map tasks. Use this property
to override that value. Assigned
value must match value specified for
mapreduce.map.child.java.opts.

hive.tez.java.opts N/A Set to the same value as
mapr educe. map. j ava. opt s.

Adjust the settings above to your environment where appropriate; the
hi ve-defaul t. xm . t enpl at e contains examples of the properties.

Verify the install succeeded by running smoke tests for tez and hive.

These steps enable logging for Garbage Collector. By default the Garbage Collector logging
is disabled.

To enable GC logging on NameNode:

1.

Open the Hadoop Environment script, %41ADOOP_HOVE% et ¢\ hadoop\ hadoop-
env. cnd.

. Prepend the following text in the HADOOP_NANMENCDE OPTS definition:

- Xl oggc: %1ADOOP_LOG DI R¥ gc- nanenode. | og -verbose: gc - XX: +Print GCDet ai | s -
XX: +Pri nt GCTi meSt anps - XX: +Pr i nt GCDat eSt anps

For example:

set HADOOP_NAMENCDE_OPTS=- Xl oggc: %1ADOOP_LOG DI R% gc- nanenode. | og -

ver bose: gc - XX: +Pri nt GCDet ai | s - XX: +Pri nt GCTi neSt anps - XX: +Pr i nt GCDat eSt anps
- Dhadoop. security. | ogger =%41ADOOP_SECURI TY_LOGGER% - Dhdf s. audi t. | ogger =

%IDFS_AUDI T_L OGGER% %HADOOP_NAMENCDE._OPTS%

. Run the following command to recreate the NameNode service XML:

%HADOOP_HOMVE% bi n\ hdf s. cnd - -servi ce nanmenode > %ADOOP_HOVE% bi n\ nanenode.
xm

. Verify that the NameNode Service XML was updated.

. Restart the NameNode service.

The NameNode start up configuration is changed to enable GC logging.

49



Hortonworks Data Platform May 2, 2014

5.8. (Optional) Install Microsoft SQL Server JDBC
Driver

If you are using MS SQL Server for Hive and Oozie metastores, you must install the MS SQL
Server JDBC driver after installing Hive or Oozie.

1. Download the SQL JDBC JAR file sqljdbc_3.0.1301.101_enu.exe.
2. Run the downloaded file.

(By default, the SQL JDBC driver file will be extracted at C. \ User s\ Admi ni strat or
\ Downl oads\ M crosoft SQ Server JDBC Driver 3.0.)

3. Copy and paste the C: \ User s\ Admi ni st rat or\ Downl oads\ M cr osof t
SQ Server JDBC Driver 3.0\sqljdbc_3.0\enu\sqljdbc4.jar fileto
$H VE_HOVE/ | i b (where $HI VE_HOVE can be set to D: \ hadoop\ hi ve- 0. 9. 0).

5.9. Starting HDP Services

1. Start HDP Services:
a. On the Master Nodes start the local services as follows:
%1ADOOP_NODE% st art _| ocal _hdp_servi ces. cnd
Wait for the Master Node services to start up before continuing.

b. On any Master Node, start all slave node services as follows:
%HADOOP_NCDE% st art _r enot e_hdp_ser vi ces. cnd
¢. On the Knox Gateway:

%HADOOP_NCDE% st art _| ocal _hdp_servi ces. cnd

2. Smoke test your installation using the instructions provided in the Validate the Install
section.
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6. Validate the Installation

After the HDP Cluster installation is completed, additional configuration is required before
you can validate.

6.1. Run Smoke Test

After starting the HDP Services, run the smoke tests to validate the installation:

1. Create the Smoke Test user account:

net user /add snoketestuser nmyp@swordl23!

2. Create a smoketest user directory in HDFS if one does not already exist:

%1ADOOP_HOVE% bi n\ hadoop -nkdir -p /user/snoket est
%HADOOP_HOVE% bi n\ hadoop df s -chown - R snoket est

3. On a cluster node, open a command prompt and execute the smoke test command
script as shown below:

%HADOOP_NCODE_| NSTALL_ROOT% Run- SnokeTest s. cnd

The smoke tests validate the installed functionality by executing a set of tests for each
HDP component. You must run these tests as the hadoop user or Create a User

e Note
~ 4

It is recommended to re-install HDP, if you see installation failures for any
HDP component.
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7. Upgrade HDP Manually

This document provides instructions on upgrading an HDP Windows cluster from HDP 1.3
or 2.0 to HDP 2.1. This is an “in-place” upgrade, where your user data and metadata does
not need to be moved during the upgrade process but services must be stopped and re-
installed. All the instructions in this section use the MS-DOS command prompt.

¢ Getting Ready to Upgrade

» Backing Up Critical HDFS Metadata

¢ Backing Up Your Configuration Files

* Stopping Running HDP 1.3 Services

¢ Uninstalling HDP 1.3 on All Nodes

¢ Preparing the HDP 2.0 Cluster Layout

* Prepare the Metastore Databases

¢ Installing HDP 2.0 and Maintaining Your Prior Data

* Upgrading HDFS Metadata

¢ Upgrading HBase

¢ Upgrading Oozie

 Starting HDP 2.0 Services

 Validating Your Data

* Verifying that HDP 2.0 Services are Working

¢ Finalize Upgrade

¢ Troubleshooting

O Warning

These upgrade instructions only apply to HDP clusters that are not configured
for high availability.

7.1. Getting Ready to Upgrade

To prepare for upgrade, you gather the following information:

¢ Cluster Properties: Save a copy of the cl ust er. properti es file from the HDP
installation directory, for example c: \ hdp\ cl ust er. properti es to configure new
HDP components.
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File required for uninstall: Confirm that the Uninstallation packages are available on
each node in the cluster. The uninstallation package is in C: \ Hadoopl nstal | Fi | es.
Without these packages, the Uninstaller cannot remove the HDP packages on each node.

HDP data directory: Identify where user data and metadata is being stored by HDFS and
MapReduce. These directories are retained during the upgrade process.

The data directory is defined in the cluster.properties file. For example:

#Data directory
HDP_DATA DI R=c: \ hdp_dat a

New HDP components: Identify the hosts for the new service components and ensure
that these hosts meet all the prerequisites. The new components are Falcon, Storm, and
Knox.

Hadoop user password: You must run some of the upgrade and configuration steps
with the hadoop user, therefore you must know the users password.

2

If you do not know the password for the hadoop user, then reset the
password to a known password and continue. For example, run the
following command to change the password:

net user hadoop NewPasswor d123!

Back up the following critical data before attempting an upgrade. On the node that hosts
the NameNode, open the Hadoop Command line shortcut that opens a command window
in the Hadoop directory. Run the following commands:

1.

Open the command prompt using the Hadoop user account and go to the Hadoop
home directory:

runas /user: hadoop "cnd /K cd %1ADOOP_HOVE%

. Run the f sck command to fix any file system errors.

hadoop fsck / -files -blocks -locations > dfs-ol d-fsck-1.1o0g

The console output is printed to the df s- ol d-f sck- 1. | og file.

. Capture the complete namespace directory tree of the file system:

hadoop fs -Isr / > dfs-old-Isr-1.1o0g

. Create a list of DataNodes in the cluster:

hadoop dfsadmin -report > dfs-old-report-1.Iog

. Capture output from fsck command:

hadoop fsck / -block -locations -files > fsck-old-report-1.1o0g
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e Note
4

Verify there are no missing or corrupted files/replicas in the f sck command
output.

7.2.1. Save the HDFS namespace

To save the HDFS namepsace:

1. Open the command prompt using the Hadoop user account and go to the Hadoop
home directory:

runas /user: hadoop "cnd /K cd %HADOOP_HOVEY%

2. Place the NameNode in safe mode, to keep HDFS from accepting any new writes:

hadoop df sadmi n -saf ennde enter

3. Save the namespace.

hadoop df sadm n -saveNanespace

e Note
" 4

Do NOT leave safe mode from this point onwards. HDFS should not accept
any new writes.

4. Finalize the namespace:

hadoop namenode -finalize

5. On the machine that hosts the NameNode, copy the following checkpoint directories
into a backup directory:

%HADOOP_HDFS HOVE% hdf s\ nn\ edi t s\ cur r ent
%HADOOP_HDFS HOVE% hdf s\ nn\ edi t s\ i nage
%HADOOP_HDFS HOVE% hdf s\ nn\ edi t s\ pr evi ous. checkpoi nt

7.3. Backing Up Your Configuration Files

Copy customized configuration files from the home directories of each of the components
to a backup directory. Configuration files are found in the Component Home directory,
such as:

%HADOOP_HOVE% conf
%-LUVE_HOVE% conf
%BASE_CONF_DI R conf
%ICATALOG_HOMVE% conf

7.4. Stopping Running HDP Services

Stop all running services. First stop the remote services and then the local services, by
running the following commands from any node in the cluster:
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%-HADOOP_NCDE_| NSTALL_ROOT% st op_renot e_hdp_servi ces. cnd
%HADOOP_NODE | NSTALL_ROOT% st op_| ocal _hdp_servi ces. cnd

On each cluster node, uninstall the HDP for Windows using one of the following methods:

e Command line: Open the command prompt as an administrator and run the following
command on each node in the cluster:

nsi exec /lv hdp_uninstall.log /gb /x c:\ Ml _I NSTALLER\ hdp-2. 1. 2. 0. wi npkg.
msi HDP_DI R=C: \ hdp DESTROY_DATA=no

E

Use the MSl installer file that goes with the version of HDP

you are uninstalling. For example, to uninstall HDP 1.3 use the

hdp- 1. 3. 0. 0. wi npkg. nmsi file. If you do not have the installer uninstall
from the Program and Features > Uninstall Program window.

» Control Panel: Open Programs and Features, and then right-click on Horton Works Data
Platform for Windows and select Uninstall.

This uninstall option keeps existing data in place, maintaining the data directories for
HDFS and MapReduce.

To keep the same metadata and user data when upgrading, use the directory settings and
database settings in the cluster properties file of the version you are upgrading from for
the base of the new cluster properties file.

Using the existing HDP cluster properties file, make the following changes:
* For HDP 1.3 to HDP 2.1:

¢ Change JOBTRACKER HOST to RESOURCEMANAGER HOST (leave the definition the
same).

¢ (Optional) Add a definition for CLI ENT_HOSTS.

¢ (Optional) Add a definition for KNOX_HOST.

¢ (Optional) Add a definition for STORM_NI MBUS.

¢ (Optional) Add a definition for STORM_SUPERVI SORS.
¢ (Optional) Add a definition for FALCON_HOSTS.

¢ Change HA_NAMENCDE_HOST to NN_HA STANDBY_NAMENCDE_HOST if you are
upgrading a High Availability cluster

¢ Add a definition for DB_PORT. (Default port for derby is1527.)
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¢ (Required) Add a definition for | S_TEZ.
¢ (Required) Add a definition for I S_PHOENI X.
* For upgrade from HDP 2.0 to HDP 2.1:

¢ (Optional) Add a definition for KNOX_ HOST.

¢ (Optional) Add a definition for STORM NI MBUS.

¢ (Optional) Add a definition for STORM _SUPERVI SORS.

¢ (Optional) Add a definition for FALCON HOSTS.

¢ Add a definition for DB_PORT. (Default port for derby is1527.)

¢ (Required) Add a definition for | S_TEZ.

¢ (Required) Add a definition for | S_PHOENI X.

 For High Availability clusters, update the HA properties as follows:
* Change HA_NAMENCDE_HOST to NN_HA STANDBY_NAMENCDE HOST.
* Change HA_JOURNALNODE_HOSTS to NN_HA JOURNALNCDE_HOSTS.
e Change HA_ CLUSTER_NAME to NN_HA CLUSTER NAME.
* Change HA_JOURNALNODE_EDI TS_DI Rto NN_HA_ JOURNALNCDE_EDI TS DI R

Save the new cl ust er. properti es file to use with the installer.

To Install HDP on all your nodes while maintaining your prior data:
1. Download the HDP for Windows MSI installer from here.
2. Copy the installer and the new cluster.properties file to all nodes of the cluster.

3. Run installation from command line on each node in the cluster:

nsi exec /qb /i "c:\MSI _I NSTALL\ hdp-2. 1. 2. 0. wi npkg. msi " /|v "hdp.
| og" HDP_LAYOUT="C:\ M5l _| NSTALL\ cl ust er. properties" HDP_DI R="C:\ hdp"
HDP_USER_PASSWORD=HOr t on! #%wr ks DESTROY_DATA="no" HDP="yes"

g’ ’ New command line properties were added to support the optional HDP
components, see HDP MSI Installer Properties. The following example,
installs a basic cluster with HBase:
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nsiexec /qn /i D:\MSI _Install\hdp-2.1.2.0.w npkg.nmsi /lv D\

MSl _Install\hdp.|l og HDP_LAYOUT=D: \ MSl I nstall\cluster. properties
HDP_DI R=D: \ hdp DESTROY_DATA=yes HDP_USER PASSWORD=#Test User 123!
HDP=yes KNOX=no FALCON-no STORM-no HBase=yes STORM=no FLUME=no

4. Verify that you have installed HDP on all nodes of your cluster. Do NOT start any services
yet.

Hive uses a relational database to store metadata. This section assumes that you used SQL
Server to store Hive metadata.

To upgrade an existing MS SQL database for Hive run the % VE_HOVE% scri pt s
\ met ast or e\ upgr ade\ nssql \ hi ve-t xn-schenma-0. 13. 0. mssql . sql on the
Microsoft SQL server that contains the Hive database instance.

2

If you use a new database name and set up new users, then you must add this new
information into the cl ust er properti es. t xt file used to upgrade to HDP 2.1.

If you used the Derby database option, you can skip this section.

To upgrade the HDFS Metadata, run the following steps on your NameNode:

1. Run the NameNode upgrade:
runas /user: hadoop "cnd /K hadoop nanenode -upgrade"
2. On each DateNode, start the datanode service:

sc start datanode

3. Leave the command prompt open until the process completes. To see the status of the
upgrade open a browser and connect to the NameNode on port 500070 (htt p: //
nanmenode- host : 50070).

=

4. In the NameNode Administrative Interface verify that the number of DataNodes
matches the number of DataNodes in your environment.

The amount of time it takes to upgrade HDFS depends upon the amount of
data and number of nodes in your environment. It may take only take a few
minutes, but could also take an hour.

5. Abort the command prompt using ctl+c to end the NameNode upgrade process.

6. Start the NameNode service:
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7.

sc start nanmenode

Open a browser and connect to the NameNode on port 50070 (ht t p: / / namenode-
host : 50070) and verify that SafeMode is off.

To upgrade HBase, you must run the following commands as the hadoop user on both the
HBase Master and the RegionServers hosts:

1.

Start the ZooKeeper service:

sc start zkServer

. Check for HFiles in V1 format. HBase 0.96.0 discontinues support for HFileV1, but

HFileV1 was a common format prior to HBase 0.94. Run the following command to
check if there are HFiles in V1 format:

%BASE_HOVE% bi n\ hbase. cnd upgr ade - check

. Upgrade HBase.

%BASE_HOVE% bi n\ hbase. cnd upgr ade -execute

You should see a completed Znode upgrade with no errors.

. Start all rest HDP services.

sc start rest

=

If the Apache Hadoop rest service is disabled, run the following command to
enable it:

sc config name=rest start= demand

To upgrade Oozie, run the following commands as the hadoop user:

1.

Run oozi edb. cnd as the Hadoop user.

runas /user: hadoop "%OZI E_HOVE% bi n\ oozi edb. cnd upgrade -run"

. Replace your configuration after upgrading. Copy 00zi e\ conf from the backup to the

oozi e\ conf directory on each server and client.

. Replace the content of / user/ hadoop/ shar e in HDFS. On the Oozie server host:

a. Back up the / user/ hadoop/ shar e f ol der in HDFS and then delete it. If you have
any custom files in this folder back them up separately and then add them back after
the share folder is updated.

nkdi r C:\tnp\oozie_tnp
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runas /user: hadoop "cnd /c hdfs dfs -copyToLocal

[ user/ hadoop/ shar e C

\'t np\ oozi e_t np\ oozi e_shar e_backup"
runas /user: hadoop "cnd /c hdfs dfs -rm-r /user/hadoop/share"

b. Add the latest share libs.

runas /user: hadoop "cnmd /c hdfs dfs -copyFronlocal

user/ hadoop!/ .

4, Start the Oozie service:

sc start oozie

%OZ1 E_ HOVE% share /

After you complete all data upgrades, you can start all HDP services from a master node as

follows:

%HADOOP_NODE_| NSTALL_ROOT% st art _| ocal _hdp_servi ces. cnd
%-HADOOP_NCDE_| NSTALL_ROOT% st art _renot e_hdp_servi ces. cnd

For more information, see HDP services.

After starting the local and remote services, run the following commands to set up HDP:

1. Run the following command to open a command prompt with the Hadoop user in the

Hadoop Home directory:

runas /user: hadoop "cnd /K cd %HADOOP_HOVE% bi n"

2. Make, set ownership and permissions on the following directories:

hadoop. cnd dfs -nkdir -p /mapred/ history/done /nmapred/ history/
done_i nt er medi at e

hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.

cmd
cnd
cnd
cmd
cnd
cmd
cmd
cnd
cmd
cnd
cnd
cmd
cnd
cmd
cmd
cnd
cmd
cnd
cnd
cmd
cnd
cnmd

df s -chnod
df s -chnod
df s -chown
df s -chnod
dfs -nkdir
df s -chnod
dfs -nkdir
df s -chown

df s -chnod
dfs -nkdir
df s -chnod
df s -chown
dfs -nkdir
df s - chown

df s -chown
dfs -nkdir
df s -chown
dfs -nkdir
df s -chown
df s -chnod
df s -chown
df s -chnod

-R 1777 / mapred/ hi st ory/ done_i nt er medi at e
770 / mapred/ hi st ory/ done

- R hadoop: hadoopUsers / mapr ed
755 [/ mapred / mapred/ hi story
[tnmp

777 [tnp

/ app- | ogs

hadoop: hadoopUsers / app-| ogs
1777 | app-| ogs

-p /yarn /yarn/generic-history/
-R 700 /yarn

- R hadoop: hadoop /yarn

-p /apps/ hbase/ dat a

hadoop: hadoop / apps/ hbase/ dat a
hadoop: hadoop / apps/ hbase/ dat a/ . .
-p /user/hbase

hadoop: hadoop /user/ hbase

-p /user/hive /hivel/warehouse
hadoop: hadoop /user/ hive

-R 755 /user/hive

- R hadoop: users [/ hi ve/ war ehouse
-R 777 [ hi ve/ war ehouse
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hadoop. cnd dfs -nkdir -p /user/hcat

hadoop. cnd df s -chown - R hadoop: hadoop /user/ hcat
hadoop. cnd dfs -nkdir -p /apps/webhcat

hadoop. cnd df s -chown -R hadoop: users /apps/webhcat
hadoop. cnd df s -chnbd -R 755 /apps/ webhcat

When using Tez for Hive, you must also Set up Tez for Hive

Verify that your data is intact by comparing the HDFS data directory tree with the HDP 1.3
or HDP 2.0 tree.

1.

Run the following command to open a command prompt with the Hadoop user in the
Hadoop Home directory:

runas /user: hadoop "cnd /K cd %HADOOP_HOVE% bi n"

. Run an| sr report on your upgraded system. Execute the following command from the

Hadoop command line:

hadoop fs -Isr / > dfs-newlsr-1.1o0g

. Compare the directory listing to the older HDP directories. All old directories, files and

timestamps should match. There will be some new entries in the HDP directory listing:

* [ apps/ hbase is only in HDP and is used by HBase (new when upgrading from 1.3 to
2.1)

e / mapr ed/ syst eni j obt racker will have a new timestamp

. Run af sck report on your upgraded system. Execute the following command from the

Hadoop Command Line:

hadoop fsck / -blocks -locations -files fsck-newreport-1.1o0g

. Compare this fsck report to the prior to upgrade report to check the validity of your

current HDFS data.

Run the provided smoke tests as the hadoop user or Create a Smoke Test User in HDFS and
run as the Smoke Test user to verify that the HDP services work as expected:

runas /user:snoketestuser "cnd /K %JADOOP_NODE | NSTALL _ROOT% Run- SnokeTest s.
Crrdll

=

You can also verify HDP 2.0 services by running the following Desktop Shortcuts
as the hadoop user or smoketest user Hadoop Name Node status, HBase
Master status, and Hadoop YARN status.
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7.16. Finalize Upgrade

When you are satisfied that HDP is successfully functioning with the data maintained from
the HDP 1.3 or 2.0 cluster, finalize the upgrade.

e Note
4

After you have finalized the upgrade, you cannot revert.

1. Run the following command to open a command prompt with the Hadoop user in the
Hadoop Home directory:

runas /user: hadoop "cnd /K cd %1ADOOP_HOVE% bi n"

2. To finalize the upgrade, run the following command:

hadoop df sadmi n -finali zeUpgradeTroubl eshooting HDP 2.1 service start

7.17. Troubleshooting

The following command runs the smoke test:

%HADOOP_NODE | NSTALL_ROOT% Run- SnokeTest s. cnd

e Note
~ 4

Always run the smoke test as the smoke test user.

7.17.1. Troubleshooting HBase Services not Starting

If the HBase RegionServer and Master is not starting, it could be because a parenthesis in
the Path variable caused a problem during setup of the services.

To fix this, run the following commands from an Administrator command prompt:
%BASE_HOVE% bi n\ hbase. cnd --service master start > %IBASE _HOVE% bi n\ mast er .
xm

%BASE_HOVE% bi n\ hbase. cnd --service regi onserver start > %IBASE_HOVE% bi n\
regi onserver . xm

%BASE_HOVE% bi n\ hbase. cnd --service rest > %IBASE_HOVE% bi n\ rest. xml
%BASE_HOVE% bi n\ hbase. cnd --service thrift > %IBASE_HOVE% bi n\thri ft.xm

Then restart the HBase services.

7.17.2. Troubleshooting Flume Services not Starting

If Flume is not starting, it could be because f | uneser vi ce. xm is missing.

To fix this, Navigate to %-LUVE_HOVE% bi n and locate the f | uneagent . xm file. If the
file does not exist, locate f | uneser vi ce. xm file and rename it to f | uneagent . xm .

After the file is renamed, go to Windows Services and restart the Flume agent service.
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8. Managing HDP on Windows

This section describes how to manage HDP on Windows services.

8.1. Starting the HDP Services

The HDP on Windows installer sets up Windows services for each HDP component across
the nodes in a cluster. Use the instructions given below to start HDP services from any host

machine in your cluster.

Complete the following instructions as the administrative user:

1. Start the HDP cluster, by running the following command from any host in your cluster.

%1ADOOP_NODE_| NSTALL_ROOT% st art _renot e_hdp_servi ces. cnd

Important

If you want to Enable NameNode High Availability, do so while starting HDP
services. Do NOT wait until all services have started.

2. Open the Services administration pane, Control Panel > Administrative Tools >
Services.

Against all the services that are installed successfully, you should see the following
message as highlighted in the screenshot below:
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File Action View Help

e @ Bz HE » 80w

Apache Hadoop historyserver MName * Description
i%ﬁ.pache Hadoop datanode
Start the service . Apache Hadoop derbyserver

o

#1 Apache Hadoop historyserver

i%ﬁ.pache Hadoop hiveserver
i%npache Hadoop hwi

Es'ﬁ Apache Hadoop jobtracker
i%ﬁ.pache Hadoop metastore
i%npache Hadoop namencde
i%ﬁ.pache Hadoop cozieservice
E% Apache Hadoop secondary...
Q}} Apache Hadoop tasktracker

Es'ﬁ Apache Hadoop templeton

E% Application Experience Processes a..
i%ﬁnpplication Identity Deterrnines
Es'ﬁ Application Information Facilitates t..

i%hpplication Layer Gateway ... Provides su.,
i%ﬁnpplication Management Processes in,
i%Backgmund Intelligent Tran... Transfers fil.,
E% Background Tasks Infrastru... Windows in.
i%E‘sase Filtering Engine The Base Fil.

| {L| m

Extended / Standard /

8.2. Enabling NameNode High Availability

Optionally, to enable NameNode High Availability in a multi-node cluster, run the following
commands on the primary and standby hosts while services are starting.

Important

Log in to every host and run these commands as an administrator user.

1. On the primary host, run

63



Hortonworks Data Platform May 2, 2014

hdfs. cnd nanenode -format -force

2. On each standby host, run
hdf s. cnmd nanmenode - boot strapStandby -force

hdfs.cnd zkfc -format ZK -force

1. Verify the state of each NameNode, using one the following methods:
* Open the web page for each NameNode in a browser, using the configured URL.

The HA state of the NameNode should appear in the configured address label. For
example: NameNode 'example.com.8020' (standby) .

=

* Query the state of a NameNode, using JMX(tag.HAState)

The NameNode state may be "standby" or "active". After bootstrapping,
the HA NameNode state is initially "standby".

* Query the service state, using the following command:

hdf s haadnmi n -get Servi ceState
2. Verify automatic failover.
a. Locate the Active NameNode.
Use the NameNode web Ul to check the status for each NameNode host machine.
b. Cause a failure on the Active NameNode host machine.
i. Turn off automatic restart of the service.

A. In Windows Services pane, locate the Apache Hadoop NameNode service,
right-click, and choose Properties.

B. On the Recovery tab, select Take No Action for First, Second, and Subsequent
Failures, then choose Apply.

ii. Simulate a JVM crash.
For example, you can use the following command to simulate a JVM crash:
"taskkill.exe /t /f /i m namenode. exe'

Alternatively, power-cycle the machine, or unplug its network interface to simulate
outage.

The Standby NameNode state should become Active within several seconds.
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The time required to detect a failure and trigger a failover depends
on the configuration of ha. zookeeper . sessi on-ti meout . ns
property. The default value is 5 seconds.

iii. Verify that the Standby NameNode state is Active.

A. If a standby NameNode does not activate, verify that HA settings are configured
correctly.

B. Check log files for zkf ¢ daemons and NameNode daemons to diagnose issues.

The HDP on Windows installer sets up Windows services for each HDP component across

the nodes in a cluster. Use the instructions given below to stop HDP services from any host
machine in your cluster.

Complete the following instructions as the administrative user:

1. Stop the HDP cluster, by running the following command from any host machine in your
cluster.

%HADOOP_NODE_| NSTALL_ROOT% st op_r enot e_hdp_servi ces. cnd
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Use the following instructions on troubleshooting installation issues encountered while
deploying HDP on Windows platform:

* Collect Troubleshooting Information

* File locations, Ports, and Common HDFS Commands

Use the following commands to collect specific information from a Windows based cluster.
This data helps to isolate specific deployment issue.

1. Collect OS information: This data helps to determine if HDP is deployed on a supported
operating system (OS).

Execute the following commands on Powershell as an Administrator user:
(Get-Wn Obj ect -class W n32_QperatingSystemn). Caption

This command should provide you information about the OS for your host machine. For
example,

M crosoft W ndows Server 2012 Standard
Execute the following command to determine OS Version for your host machine:

[ Syst em Envi ronment ] : : OSVer si on. Ver si on

2. Determine installed software: This data can be used to troubleshoot either performance
issues or unexpected behavior for a specific node in your cluster. For example,
unexpected behavior can be the situation where a MapReduce job runs for longer
duration than expected.

To see the list of installed software on a particular host machine, go to Control Panel ->
All Control Panel Items -> Programs and Features.

3. Detect running processes: This data can be used to troubleshoot either performance
issues or unexpected behavior for a specific node in your cluster.

You can either press CTRL + SHIFT + DEL on the affected host machine or you can
execute the following command on Powershell as an Administrator user:

t askl i st

4. Detect Java running processes: Use this command to verify the Hadoop processes
running on a specific machine.

As SHADOOP_USER, execute the following command on the affected host machine:
su $HADOOP_USER
j ps

You should see the following output:
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988 Jps

2816 -- process information unavail abl e
2648 -- process informati on unavail abl e
1768 -- process informati on unavail abl e

Note that no actual name is given to any process. Ensure that you map the process
IDs (pid) from the output of this command to the . wr apper file within the C. \ hdp
\ hadoop- 1. 1. 0- SNAPSHOT\ bi n directory.

e

5. Detect Java heap allocation and usage: Use the following command to list Java heap
information for a specific Java process. This data can be used to verify the heap settings
and thus analyze if a particular Java process is reaching the threshold.

Ensure that you provide complete path to the Java executable, if Java bi n
directory's location is not set within your PATH.

Execute the following command on the affected host machine:
j map -heap $pi d_of _Hadoop_process
For example, you should see output similar to the following:

C: \ hdp\ hadoop- 1. 1. 0- SNAPSHOT>j map - heap 2816
Attaching to process | D 2816, please wait...
Debugger attached successfully.

Server conpil er detected.

JVM version is 20.6-b01

usi ng thread-Iocal object allocation.
Mar k Sweep Conpact GC

Heap Confi gurati on:
M nHeapFr eeRati o
MaxHeapFr eeRat i o

40
70

MaxHeapSi ze = 4294967296 (4096. 0MB)

NewSi ze = 1310720 (1.25MB)

MaxNewSi ze = 17592186044415 MB

a dsSi ze = 5439488 (5.1875MB)

NewRat i 0 =2

Survi vorRati o =8

Per nSi ze = 21757952 (20. 75MB)

MaxPer ni ze = 85983232 (82.0MB)
Heap Usage:

New Generation (Eden + 1 Survivor Space):

capacity = 10158080 (9. 6875MB)
used = 4490248 (4.282234191894531MB)
free = 5667832 (5.405265808105469NMB)

44.203707787298384% used

Eden Space:
capacity = 9043968 (8.625MB)
used = 4486304 (4.278472900390625MB)
free = 4557664 (4.346527099609375MB)

49. 60548290307971% used
From Space:
capacity = 1114112 (1. 0625MB)
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used = 3944 (0.00376129150390625MB)
free = 1110168 (1.0587387084960938MB)
0. 35400390625% used
To Space:
capacity = 1114112 (1. 0625MB)
used = 0 (0.0MB)
free = 1114112 (1. 0625MB)
0. 0% used
tenured generation:
capacity = 55971840 (53. 37890625MB)
used = 36822760 (35.116920471191406MB)
free = 19149080 (18.261985778808594NB)

65. 7880105424442% used

Per m Gener ati on:
capacity = 21757952 (20. 75MB)
used 20909696 (19.9410400390625MB)
free 848256 (0.8089599609375MB)
96.10139777861446% used

6. Show open files: Use Process Explorer to determine which processes are locked on a
specific file. See Windows Sysinternals - Process Explorer for information on using Process
explorer.

For example, you can use Process Explorer to troubleshoot the file lock issues that
prevent a particular process from starting as shown in the screenshot below:

[=la] x|

2y Process Explorer - Sysinternals: www.sysinternals.com [HDPWINNAMENODE\Admini ]

d Handle Users Help

File Options Vie Process Find dl ! ow Processes From All Users
d & =IO FR &S [ I A
Process CPU  Private Bvtes | WofingSet #I0 Description Company Name -
n ' svchost exe 21992 K 3J7.37EK 752 Host Process for Windows 5. Microsoft Coeporation
n ' swchost exe 6696 K 13376 K 812 Host Process for Windows S... Microsoft Comporation
' svchost exe ‘ Process
I
B conhost exe . Explorer Search
e 3poolsy exe - . :
n 7 svchost exe Handle or DLL substring: | namenade. err _Search |
[ notepad v+ exe
=/ [n 7 swchost axe Process PIb Type MName
n 7 swchost e namencdee... 1772 Fle Chdo‘hadoop-1.1.0-5NAPSHOT\bin\namenade e log

]

1) GoogleCrash Handler exe
=/ |l omd e
=1 | o]l e
= [n " namenods s
nlaskhost men
Type  * Name
HKLM\SYSTEM\C
HKLM\SYSTEMMC
HKLM\SYSTEMCof| 1 matching items.
HKUA\S-1-5-21-1250)
HKLM\SOF TWARE Microscft \Windows NT\Cument Version'AppCompat Flags

FFFIF

Process jave exs(2816)

Process java exa(2816)
\BaseNamedObiects'Cor_Private_IPCBlock_v4_1772

Saction \.MCor_SiSPublkic_IPCBlock

Secton ‘\BaseNamedObjects\NLS_CodePage_1252_3_2_0_0

Theead 2): 4684

Thread

Thread
Theead
Thread
Thasd
CPU Usage: 9.55%  Commit Charge: 83.03% Procesces: 59 Physical Usage: §1.42% Paused

7. Verify well-formed XML:

Ensure that the Hadoop configuration files (for example, hdf s- si t e. xm , etc.) are
well formed.

You can either use Notepad++ or any third-party tools like Oxygen, XML Spy, etc. to
validate the configuration files. Use the following instructions:

a. Open the XML file to be validated in Notepad++ and select XML Tools -> Check XML
Syntax .
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b. Resolve validation errors, if any.

8. Detect AutoStart Programs: This information helps to isolate errors for a specific host
machine.

For example, a potential port conflict between auto-started process and HDP processes,
might prevent launch for one of the HDP components.

Ideally, the cluster administrator must have the information on auto-start programs
handy. Use the following command to launch the GUI interface on the affected host
machine:

C.\ W ndows\ Syst enB2\ nsconfi g. exe

Click Startup tab. Ensure that no startup items are enabled on the affected host
machine.

9. Collect list of all mounts on the machine: This information determines the drives that
are actually mounted or available on the host machine for use. To troubleshoot disks
capacity issues, use this command to determine if the system is violating any storage
limitations.

Execute the following command on Powershell:
Get - Vol une

You should see output similar to the following:

DrivelLetter Fi | eSystenLabel Fil eSystem DriveType
Heal t hSt at us Si zeRemai ni ng Si ze
Syst em Reserved NTFS Fi xed Heal t hy
108.7 MB 350 MB
C NTFS Fi xed Heal t hy
10. 74 GB 19.97 GB
D HRM SSS X64FR... UDF CD- ROM Heal t hy
0B 3.44 GB

10.0perating system messages Use Event Viewer to detect messages with a system or an
application.

Event Viewer can determine if a machine was rebooted or shut down at a particular
time. Use the logs to isolate issues for HDP services that were non-operational for a
specific time.

Go to Control Panel -> All Control Panel Items -> Administrative Tools and click the
Event Viewer icon.
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] 5 Event Viewer (=[x
File Action View Help
s [E BE
E Event Viewer (Local) Event Viewer (Local) Actions
I #Custom\-‘iews -
4 | Windows Logs Event Vi L D
E] Application Open Saved Log...
Tl ppie |0vmriew . ~ )
.| Security | ¥ Create Custom View...
'—l Setup T To view events that have Uc\:urred.un = Import Custom View...
i System your computer, select the appropriate
[ ] Ferwarded Events source, log or custom view node in the b Connect to Another Computer...
Applicati . Vies
b pph(.am.ms and Services Lo | Summary of Administrative Events - View 4
. Subscriptions J
3 Refresh
Event Type EventiD  Source »
< m » H Hep L4
Recently Viewed Nodes - |
Name Description  Modi [,
< mn >
Log Summary <]
Log Name Size (Curr... Modi
< m »
< ] >

11Hardware/system information: Use this information to isolate hardware issues on the
affected host machine.

Go to Control Panel -> All Control Panel Items -> Administrative Tools and click the
System Information icon.

12 Network information: Use the following commands to troubleshoot network issues.

* ipconfig: This command provides the IP address, validates if the network interfaces
are available, and also validates if an IP address is bound to the interfaces. To
troubleshoot communication issues between the host machines in your cluster,
execute the following command on the affected host machine:

i pconfig

You should see output similar to the following:
W ndows | P Configuration

Et her net adapter Ethernet 2:

Connecti on-specific DNS Suffix . :
Li nk-l1ocal I1Pv6 Address . . . . . : fe80::d153:501e: 5df 0: f 0b9%d 4

IPv4 Address. . . . . . . . . . . : 192.168.56.103
Subnet Mask . . . . . . . . . . . : 255.255.255.0
Default Gateway . . . . . . . . . @ 192.168.56.100

Et her net adapt er Ethernet:

Connection-specific DNS Suffix . : test.tesst.com
IPv4 Address. . . . . . . . . . . : 10.0.2.15
Subnet Mask . . . . . . . . . . . : 255.255.255.0
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Default Gateway . . . . . . . . . : 10.0.2.2

* netstat -ano: This command provides a list of used ports within the system. Use this
command to troubleshoot launch issues with HDP master processes. Execute the
following command on the host machine to resolve potential port conflict:

netstat -ano

You should see output similar to the following:

TCP 0. 0. 0. 0: 49154 0.0.0.0:0 LI STENI NG 752
TCP [::]:49154 [::]:0 LI STENI NG 752
UDP 0. 0. 0. 0: 500 *ox 752
UDP 0. 0. 0. 0: 3544 *ox 752
UDP 0. 0. 0. 0: 4500 *ox 752
UDP 10. 0. 2. 15: 50461 *ox 752
UDP [::]:500 *ox 752
UDP [::]:4500 *ox 752

* Verify if firewall is enabled on the host machine: Go to Control Panel -> All Control
Panel Items -> Windows Firewall .

You should see the following GUI interface:

i Windows Firewall (= [=[]
(€ SB[ JControl Panel\All Control Panel ltems\Windows Firewall v| ¢ | | Search Control Pane p
jour i i /s Fi | .
Control Panel Home Help protect your PC with Windows Firewal
Windows Firewall can help prevent hackers or malicious software from gaining access to your PC through the
Allow an app or feature Internet or a network.
through Windows Firewall
#y Change notification settings Update your Firewall settings
¥ ;t'fm Windows Firewall on or Windows Firewall is not using the recommended | T e
settings to protect your computer,
B Restore defaults What are the recommended settings?
fy Advanced settings
Troubleshoot my network I % Private networks Not connected (%) i
I tJ Guest or public networks Connected (®)
Networks in public places such as sirports or coffee shops
Windows Firewall state: 0ff
Incoming connections: Block all connections to apps that are not on the list
of allowed apps
Active public networks: ™ Metwork
Action Center = Metwork 2
Network and Sharing Center o ) )
Notification state: Do not notify me when Windows Firewall blocks a "

9.2. File locations, Ports, and Common HDFS
Commands

This section provides a list of files and their locations, port information, and HDFS
commands that help to isolate and troubleshoot issues:

¢ File Locations
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e Ports

e Common HDFS Commands

» Configuration files: These files are used to configure a hadoop cluster.
1. core-site.xml:

All Hadoop services and clients use this file to locate the NameNode. Therefore, this
file must be copied to each node that is either running a Hadoop service or is a client.
The Secondary NameNode uses this file to determine location for storing f si nage
and edits log <nanme>f s. checkpoi nt. di r </ nane> locally and location of the
NameNode <nane>f s. def aul t . name</ nanme>. Use the cor e-si te. xnl file to
isolate communication issues with the NameNode host machine.

2. hdfs-site.xml:
HDFS services use this file. Some important properties of this file are as listed below:

e HTTP addresses for the two services

Replication for DataNodes <nane>dfs. repli cati on</ name>
* DataNode block storage location <nane>dfs. dat a. di r </ nane>

* NameNode metadata storage <nanme>df s. nane. di r </ nane>

Use hdf s-si t e. xnl file to isolate NameNode startup issues. Typically, NameNode
startup issues are caused when NameNode fails to load the f si nage and edits log to
merge. Ensure that the values for all the above properties in hdf s-si t e. xnl file are
valid locations.

3. datanode.xmil:

DataNode services use the dat anode. xm file to specify the maximum and minimum
heap size for the DataNode service. To troubleshoot issues with DataNode, change
the value for - Xnx to change the maximum heap size for DataNode service and
restart the affected DataNode host machine.

4. namenode.xml:

NameNode services use the nanmenode. xm file to specify the maximum and
minimum heap size for the NameNode service. To troubleshoot issues with
NameNode, change the value for - Xnmx to change the maximum heap size for
NameNode service and restart the affected NameNode host machine.

5. secondarynamenode.xml:

Secondary NameNode services use the secondar ynanmenode. xnl file to specify

the maximum and minimum heap size for the Secondary NameNode service. To
troubleshoot issues with Secondary NameNode, change the value for - Xnx to change
the maximum heap size for Secondary NameNode service and restart the affected
Secondary NameNode host machine.
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6. hadoop-policy.xml:
Use the hadoop- pol i cy. xm file to configure service-level authorization/ACLs
within Hadoop. NameNode accesses this file. Use this file to troubleshoot permission
related issues for NameNode.

7. logdj.properties:
Use the | 0og4j . properti es file to modify the log purging intervals of the HDFS
logs. This file defines logging for all the Hadoop services. It includes, information
related to appenders used for logging and layout. See log4j documentation for more
details.

* Log Files: The following are sets of log files for each of the HDFS services. They are
typically stored in C: \ hadoop\ | ogs\ hadoop and C:\ hdp\ hadoop- 1. 1. O-
SNAPSHOT\ bi n by default.

* HDFS .out files: The log files with the . out extension for HDFS services are located
in C: \ hdp\ hadoop- 1. 1. 0- SNAPSHOT\ bi n and have the following naming
convention:
e datanode.out.log
* namenode.out.log
* secondarynamenode.out.log
These files are created and written to when HDFS services are bootstrapped. Use these
files to isolate launch issues with DataNode, NameNode, or Secondary NameNode

services.

¢ HDFS .wrapper files: The log files with the . wr apper extension are located in C:
\ hdp\ hadoop- 1. 1. 0- SNAPSHOT\ bi n and have the following file names:

e datanode.wrapper.log
* namenode.wrapper.log
e secondarynamenode.wrapper.log
These files contain startup command string to start the service and they also provide
the output of the process ID on service startup.
* HDFS .log and .err files:
The following files are located in C: \ hdp\ hadoop- 1. 1. 0- SNAPSHOT\ bi n:
« datanode.err.log
* namenode.err.log

» secondarynamenode.err.log

following files are located in C: \ hadoop\ | ogs\ hadoop:
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* hadoop-datanode-$Host nane.log
* hadoop-namenode-$Host nane.log
* hadoop-secondarynamenode-$Host nane.log

These files contain log messages for the running Java service. If there are any errors
encountered while the service is already running, the stack trace of the error is logged
in the above files.

$Host nane is the host where the service is running. For example, on a node where
the hostname is nanenode. exanpl e. com the file would be saved as hadoop-
nanmenode- nanmenodehost . exanpl e. com | og.

2

* HDFS .<date> files:

By default, these log files are rotated daily. Use C: \ hdp\ hadoop- 1. 1. O-
SNAPSHOT\ conf \ | og4j . properti es file to change log rotation
duration.

The log files with the . <dat e> extension for HDFS services have the following format:
* hadoop-namenode-$Host nane.log.<date>

* hadoop-datanode-$Host nane.log.<date>

* hadoop-secondarynamenode-$Host nane.log.<date>

When a . | og file is rotated, it is appended with the current date.

An example of the file name would be: hadoop- dat anode-

hdp121. | ocal domai n. com | og. 2013- 02- 08.

Use these files to compare the past state of your cluster with the current state in order
to troubleshoot potential patterns of occurrence.

To enable logging change the settings in the hadoop- env. cnd. After modifying the
hadoop- env. cnd, recreate the NameNode service XML and then restart the NameNode.

E

1. Open the Hadoop Environment script, %4HADOOP_HOVE% et c\ hadoop\ hadoop-
env. cnd.

To enable audit logging change the hdfs.audit.logger value to INFO,RFAAUDIT
and then overwrite the NameNode service XML and restart the NameNode.

2. Prepend the following text in the HADOOP_NANMENCDE _OPTS definition, for example to
enable Garbage Collection logging:

74



Hortonworks Data Platform May 2, 2014

- Xl oggc: %HADOOP_LOG DI R% gc- nanmenode. | og - verbose: gc - XX: +Print GCDet ai | s -
XX: +Pri nt GCTi meSt anps - XX: +Pr i nt GCDat eSt anps

For example:

set HADOOP_NAMENCDE OPTS=- Xl oggc: %HADOOP_LOG DI R% gc- nanenode. | og -

ver bose: gc - XX: +Pri nt GCDet ai | s - XX: +Pri nt GCTi neSt anps - XX: +Pr i nt GCDat eSt anps
- Dhadoop. security. | ogger =%41ADOOP_SECURI TY_LOGGER% - Dhdf s. audi t . | ogger =

%IDFS_AUDI T_L OGGER% %HADOOP_NAMENODE._OPTS%

3. Run the following command to recreate the NameNode service XML:

%ADOOP_HOVE% bi n\ hdf s. cnd - -servi ce namenode > %JADOOP_HOVE% bi n\ nanenode.
xm

4. Verify that the NameNode Service XML was updated.

5. Restart the NameNode service.

This section provides common HDFS commands to troubleshoot HDP deployment on
Windows platform. An exhaustive list of the commands is available at here.

* Get Hadoop version:

Execute the following command on your cluster host machine:

hadoop version

* Check block information: This command provides a directory listing and displays which
node contains the block. Use this command to determine if a block is under replicated.

Execute the following command on your HDFS cluster host machine:
hadoop fsck / -blocks -locations -files
You should see output similar to the following:

FSCK started by hdfs from/10.0.3.15 for path / at Tue Feb 12 04: 06: 18 PST
2013
[ <dir>
[ apps <dir>
[ apps/ hbase <dir>
/ apps/ hbase/ data <dir>
/ apps/ hbase/ dat a/ - ROOT- <di r>
[ apps/ hbase/ dat a/ - ROOT-/ . t abl ei nf 0. 0000000001 727 bytes, 1 bl ock(s):
Under replicated bl k_-3081593132029220269_1008.
Target Replicas is 3 but found 1 replica(s). O.
bl k_-3081593132029220269_1008
| en=727 repl =1 [10.0. 3. 15: 50010]
/ apps/ hbase/ dat a/ - ROOT-/ . tnp <dir>
/ apps/ hbase/ dat a/ - ROOT-/ 70236052 <di r>
[ apps/ hbase/ dat a/ - ROOT-/ 70236052/ . ol dl ogs <dir>
[ apps/ hbase/ dat a/ - ROOT-/ 70236052/ . ol dl ogs/ hl og. 1360352391409 421 bhytes,
1 bl ock(s): Under
replicated bl k_709473237440669041_1006.
Target Replicas is 3 but found 1
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replica(s). 0. blk _709473237440669041 1006 | en=421 repl =1 [10. 0. 3.
15: 50010]

* HDFS report: Use this command to receive HDFS status.

Execute the following command as an HDFS user:
hadoop df sadmi n -report
You should see output similar to the following:

-bash-4. 1% hadoop df sadmi n -report

Safe node is ON

Configured Capacity: 11543003135 (10.75 GB)
Present Capacity: 4097507328 (3.82 GB)

DFS Remai ni ng: 3914780672 (3.65 GB)

DFS Used: 182726656 (174.26 MB)

DFS Used% 4.46%

Under replicated bl ocks: 289

Bl ocks with corrupt replicas: 0

M ssing bl ocks: 0

Dat anodes available: 1 (1 total, 0O dead)

Nanme: 10.0. 3. 15: 50010

Decomm ssion Status : Nornal

Configured Capacity: 11543003135 (10.75 GB)
DFS Used: 182726656 (174.26 MB)

Non DFS Used: 7445495807 (6.93 GB)

DFS Remai ni ng: 3914780672(3. 65 GB)

DFS Used% 1.58%

DFS Remai ni ng% 33.91%

Last contact: Sat Feb 09 13:34:54 PST 2013

» Safemode: Safemode is a state where no changes can be made to the blocks. HDFS
cluster is in safemode state during start up because the cluster needs to validate all the
blocks and their locations. Once validated, the safemode is then disabled.

The options for safemode command are:
hadoop dfsadm n -safenpde [enter | |eave | get]

To enter the safemode, execute the following command on your NameNode host
machine:

hadoop df sadm n -saf ennde enter
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10. Uninstalling HDP

Choose one of the following options to uninstall HDP:
¢ Option | - Use Windows GUI

e Option Il - Use command line utility

10.1. Option | - Use Windows GUI

1. Open the Programs and Features Control Panel Pane.
2. Select the program listed: Hortonworks Data Platform for Windows.

3. With that program selected, click on the Uninstall option.

10.2. Option Il - Use Command Line Utility

1. On each cluster host, execute the following command from the command shell:

nsi exec /x "$MSl _PATH' /lv "$PATH to _Installer Log File"
where
e $MBI _PATHis the full path to MSI.
*« $PATH to_Install er _Log_Fil e is full path to Installer log file.
2. Optionally, you can also specify if you want delete the data in target data directories.

To do this, use the DESTROY_DATA command line option as shown below:

nsi exec /x "$MsS|I _PATH' /Iv "$PATH to_l nstal l er _Log_Fi | e" DESTROY_DATA="yes"

e Note
4

During uninstall if DESTROY_DATA is not specified or set to no, data
directories are preserved as well as the hadoop user that owns them.
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11. Appendix: Adding A User

11.1. Adding a Smoke Test User

Creating a smoke test user lets you run HDP smoke tests without having to run them as the
hadoop user. To create a smoke test user:

1. Open a command prompt as the hadoop user:

runas /user: hadoop cnd

2. Change permissions on the MapReduce directory to include other users:

%HADOOP_HOVE% bi n\ hadoop fs -chnod -R 757 / mapr ed

3. Create a HDFS directory for the smoketest user:

%HADOOP_HOVE% bi n\ hadoop dfs -nkdir -p /user/snoketestuser

4. Change ownership to the smoketest user.

%HADOOP_HOVE% bi n\ hadoop dfs -chown - R snoket est user /user/snopket estuser
5. Create a smoketest user account in Windows.
a. Navigate to Computer Management.

b. Select Local Users and Groups > File > Action > New User on Windows Server 2008 or
Local Users and Groups > Action > New User on Windows Server 2012.

The New User dialog displays:
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IUser name:

smoketestuser

Full name:

Smoke Test User

Description:

A Smoke Test User

Passwaord:

Corfirm password:

[w] User must change password at next logon

[ ] User cannot change password

|| Password never expires
[ ] Account is disabled

c. Create the username and password for your smoke test user. Determine password
requirements and select Create.

6. Validate the smoketest user by running smoketests as the smoketest user.

a. Switch to a command prompt as the smoktest user. For example:

runas /user: snoket estuser cnd

b. In the smoketest user, run the smoke tests:

%1ADOOP_HOVE% Run- Snoket est s. cnd
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