Hortonworks Data Platform fg

docs.hortonworks.com


http://docs.hortonworks.com

Hortonworks Data Platform for Aug 13, 2013
Windows

Hortonworks Data Platform for Windows : System Administration Guide
Copyright © 2012, 2013 Hortonworks, Inc. Some rights reserved.

The Hortonworks Data Platform, powered by Apache Hadoop, is a massively scalable and 100% open
source platform for storing, processing and analyzing large volumes of data. It is designed to deal with
data from many sources and formats in a very quick, easy and cost-effective manner. The Hortonworks
Data Platform consists of the essential set of Apache Hadoop projects including MapReduce, Hadoop
Distributed File System (HDFS), HCatalog, Pig, Hive, HBase, Zookeeper and Ambari. Hortonworks is the
major contributor of code and patches to many of these projects. These projects have been integrated and
tested as part of the Hortonworks Data Platform release process and installation and configuration tools
have also been included.

Unlike other providers of platforms built using Apache Hadoop, Hortonworks contributes 100% of our
code back to the Apache Software Foundation. The Hortonworks Data Platform is Apache-licensed and
completely open source. We sell only expert technical support, training and partner-enablement services.
All of our technology is, and will remain free and open source.

Please visit the Hortonworks Data Platform page for more information on Hortonworks technology. For
more information on Hortonworks services, please visit either the Support or Training page. Feel free to
Contact Us directly to discuss your specific needs.
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Hortonworks Data Platform (HDP) and any of its components are not anticipated to be combined with any hardware, software or
data, except as expressly recommended in this documentation.



http://hortonworks.com/hadoop-training/
http://hortonworks.com/technology/hortonworksdataplatform
http://hortonworks.com/support
http://hortonworks.com/hadoop-training
http://hortonworks.com/about-us/contact-us/
http://creativecommons.org/licenses/by-sa/3.0/legalcode
http://creativecommons.org/licenses/by-sa/3.0/legalcode
http://creativecommons.org/licenses/by-sa/3.0/legalcode

Hortonworks Data Platform for Aug 13, 2013
Windows

Table of Contents

1. Configuring HDFS COMPIESSION ...ccuvuuuiiieeieeiiiiieaa e e e e e eeeete e e e e e e ee e e e e e e e e e aaaa e e eeas 1
2. WebHDFS AdmINistrator GUIE .........uuoiiiieeeiieiiicee e e eeeeetees e e e e e e e e e e e e e e e eaaan s 3




Hortonworks Data Platform for Aug 13, 2013
Windows

This document is intended for system administrators who need to configure HDFS
compression on Windows platform.

Windows supports &zi pCodec, Def aul t Codec, and BZi p2Codec. Typically,
&zi pCodec is popularly used for HDFS compression.

Ensure that zl i b1. dl | isinstalled in the above mentioned locations on all the nodes of
the cluster.

Use the following instructions to use GZipCodec
* Option I: To use GzipCodec with a one-time only job:

1. On the NamNode host machine, execute the following commands as hdf s user:

hadoop j ar hadoop-exanpl es-1. 1. 0- SNAPSHOT. j ar sort "-Dmapred. conpress. nap.
out put =true" " - Dmapred. map. out put . conpr essi on. codec=or ¢g. apache. hadoop.

i 0. conpress. &i pCodec" "-Dnmapred. out put. conpress=true" "-Dmapred. out put .
conpr essi on. codec=or g. apache. hadoop. i 0. conpr ess. &i pCodec" -out Key org.
apache. hadoop. i 0. Text -out Val ue org. apache. hadoop.i o. Text i nput out put

* Option II: To enable GzipCodec as the default compression:

1. Editthe cor e-si te. xm file on the NameNode host machine:

<property>
<nane>i 0. conpr essi on. codecs</ nanme>
<val ue>or g. apache. hadoop. i 0. conpr ess. &i pCodec, or g. apache. hadoop. i o.
conpr ess. Def aul t Codec, or g. apache. hadoop. i 0. conpr ess. BZi p2Codec</ val ue>
<description>A |ist of the conpression codec cl asses that can be used
for conpressi on/ deconpressi on. </ descri pti on>
</ property>

2. Edit mapr ed- si t e. xm file on the JobTracker host machine:

<property>
<nane>mapr ed. conpr ess. map. out put </ nane>
<val ue>t rue</ val ue>

</ property>

<property>

<name>napr ed. map. out put . conpr essi on. codec</ nanme>

<val ue>or g. apache. hadoop. i 0. conpr ess. &i pCodec</ val ue>
</ property>

<property>
<nane>mapr ed. out put . conpr essi on. t ype</ nane>
<val ue>BLOCK</ val ue>

</ property>

3. [Optional] - Enable the following two configuration parameters to enable job output
compression.

Edit mapr ed- si t e. xm file on the JobTracker host machine:
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<property>
<nane>mapr ed. out put . conpr ess</ nane>
<val ue>true</val ue>

</ property>

<property>

<name>nmapr ed. out put . conpr essi on. codec</ nane>

<val ue>or g. apache. hadoop. i 0. conpr ess. &i pCodec</ val ue>
</ property>

4. Restart the cluster using instructions provided here.



http://docs.hortonworks.com/HDPDocuments/HDP1/HDP-Win-trunk/bk_installing_hdp_for_windows/content/win-install-chap3-1.html
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Use the following instructions to set upo WebHDFS:
1. Set up WebHDFS.
Add the following property to the hdf s- si t e. xm file:
<property>
<nane>df s. webhdf s. enabl ed</ name>
<val ue>true</val ue>
</ property>

2. [Optiona] - If running a secure cluster, follow the steps listed below.

a. Create an HTTP service user principal using the command given below:

kadm n: addprinc -randkey HTTP/ $<Ful | y_Qual i fi ed_Domai n_Nanme>@
$<Real m Nane>. COM

where:
* Ful ly_Qualified_Donmai n_Nane: Host where NameNode is deployed
* Real m_Nane: Name of your Kerberos realm

b. Create keytab files for the HTTP principals.

kadm n: xst -norandkey -k /etc/security/spnego. service. keytab HTTP/
$<Ful |l y_Qual i fi ed_Domai n_Nanme>

¢. Verify that the keytab file and the principal are associated with the correct service.

klist =k -t /etc/security/spnego. service. keytab
d. Add the following properties to the hdf s- si t e. xmi file.
<property>
<name>df s. web. aut henti cati on. ker ber os. pri nci pal </ nane>

<val ue>HTTP/ $<Ful | y_Qual i f i ed_Donmi n_Nanme>@<Real m Name>. COW/ val ue>
</ property>

<property>
<nane>df s. web. aut henti cati on. ker ber os. keyt ab</ name>
<val ue>/ et c/ security/spnego. servi ce. keyt ab</ val ue>
</ property>
where:
* Ful l y_Qualifi ed_Domrai n_Name: Host where NameNode is deployed

* Real m_Nane: Name of your Kerberos realm
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3. Restart the NameNode and DataNode services using the instructions provided here.



http://dev.hortonworks.com.s3.amazonaws.com/HDPDocuments/HDP1/HDP-HDP-Win-1.3.0/bk_reference/content/reference_chap3_1.html
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